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Introduction

Many statements in combinatorics or group theory have the following form: “if X is a
combinatorial object satisfying a property (P ), then X has the following structure: ...”.
Among them, one can think about Robertson-Seymour Structure Theorem in graph theory,
which explicitly describes the structure of graphs excluding a fixed minor, or about Maschke’s
planarity theorem, which establishes the complete list of the finite planar Cayley graphs. In
this thesis, I expose a number of results of this type whenever one considers objects X
which are highly symmetric. More precisely, I focus in Chapter 1 on locally finite graphs
that are quasi-transitive, i.e., that admit, up to applying an automorphism, only finitely
many types of vertices (see Chapter 1 for a formal definition). The class of quasi-transitive
graphs is not only interesting because it contains the rich class of Cayley graphs, but also
because it allows to avoid the rigidity present in algebraic structures, and thus one can relax
and adapt many reasonings. Quasi-transitive graphs behave particularly well with canonical
tree-decompositions, a useful tool allowing to decompose in a unique way a given graph into
simpler pieces in a tree-like fashion. In particular, I present in Chapter 1 proofs of the
following decomposition results:

• Every planar locally finite 3-connected quasi-transitive graph admits a canonical tree-
decomposition whose edge-separations correspond to cycle-separations, and where ev-
ery part admits a vertex-accumulation-free planar embedding.

• Every locally finite quasi-transitive graph excluding the countable clique as a minor
admits a canonical tree-decomposition whose parts are finite or planar.

I will also provide a number of graph theoretic applications of the second result, and relate
it to recent results lying at the intersection of graph theory and coarse geometry. Chapter
2 is devoted to the study of some specific classes of finitely generated groups. I introduce
concepts and questions from the field of symbolic dynamics of groups, and try to establish
some connections with the notions and results studied in Chapter 1. In particular, I will
provide some applications of these results to study questions related to the domino problem,
and the aperiodicity of tilings in groups.

Even though many notions in this manuscript are connected to concepts that originally
come from algebra or geometric group theory, I would like to point out that most (if not
all) of the proofs I present rely on combinatorial arguments, and this manuscript is first
intended to people that are not experts in group theory. In particular, Chapter 1 only deals
with graph theoretic concepts, and should be understandable to the reader whose knowledge
in algebra does not go further than the definitions of a group and of a group action. Even
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though many questions and results from Chapter 1 are deeply connected to concepts coming
from group theory, I did my best to postpone every definition related to group theoretic
objects to Chapter 2, including the definitions of Cayley graphs and of group presentations.

Most of the results and proofs presented in this manuscript come from the papers
[EGLD23, EGLD23, EG24b, AEGH24, EGM24, Gio24] (some of them are still in prepara-
tion), on which I worked during my PhD. However, their content is not always presented the
exact same way here, and there is not necessarily a one-to-one correspondence between an
article and a section. More precise references to these papers and their content are given at
the beginning of each section.
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Chapter 1

Structure of locally finite quasi-transitive
graphs

Notation: In the whole chapter, we will use capital latin letters to denote graphs, and
capital greek letters to denote groups. In particular, the letter G will always be used here to
denote a graph.

For every n ∈ N, we will use the notation [n] to denote the set of integers {1, . . . , n}.

1 Introduction
In an early work from 1896, Maschke [Mas96] established the complete list of all finite planar
Cayley graphs. A group admitting a planar Cayley graph is called a planar group, and
Maschke showed in the same paper that the planar finite groups are exactly the countable
groups of isometries of the 2-dimensional sphere S2. Based on the works of Wilkie [Wil66]
and MacBeath [Mac67], Zieschang, Volgt and Coldewey [ZVC80] established the complete
list of infinite countable groups admitting a planar simplified Cayley complex (see Section
13 for a definition), which are exactly the countable groups for which there exists a planar
Cayley graph with a vertex-accumulation-free planar embedding. We also refer to [MS83,
Section III.5] for a complementary work on such groups. The study of infinite planar Cayley
graphs has attracted a lot of attention, and many other structural properties of such graphs
have been studied. Among other results, planar groups have been proved to be finitely
presented [Dro06], and thus by a result of Dunwoody [Dun85] they are also accessible. Many
specific techniques have been developed to study their general structure [Dro06, Dun09,
GH15, GH23].

One of the basic properties of Cayley graphs is that they are (vertex-)transitive. In
this first chapter, we will focus on the class of quasi-transitive graphs which is slightly more
general than the class of transitive graphs. A graph is quasi-transitive if the action of its
automorphism group on its vertex set induces only finitely many orbits. In particular, note
that every finite graph is quasi-transitive, hence this notion becomes interesting only when
studying infinite graphs. Intuitively, quasi-transitive graphs have to be thought as “graphs
having many symmetries”. They appear in a natural way in the celebrated Švarc–Milnor
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10 CHAPTER 1. QUASI-TRANSITIVE GRAPHS

lemma [Š55, Mil68], which in the special case of locally finite graphs implies that if a finitely
generated group Γ induces a quasi-transitive group action on a graph G such that every
vertex has a finite stabilizer in Γ, then Γ is finitely generated and every locally finite Cayley
graph of Γ is quasi-isometric to G.

A central concept in structural graph theory is the notion of tree-decompositions, which
appears in particular in the statement of the Graph Minor Structure theorem of Robertson
Seymour [RS03]. The graph minor structure theorem basically states that for every finite
graph H, there exists a constant g > 1 such that every graph excluding H as a minor admits
a tree-decomposition of bounded adhesion whose parts are graphs that “almost embed” in the
closed orientable surface of genus g. More generally, tree-decompositions are a convenient
tool to decompose a graph in smaller parts glued one to the other in a tree-like way. A natural
question is the following: if the graph G we study has non-trivial symmetries, can we make
these symmetries apparent in the tree-decomposition? For example, do graphs avoiding a
fixed minor have a tree-decomposition as above, but with the additional constraint that the
decomposition is canonical, i.e., invariant under the action of the automorphism group of G?

In Sections 2 and 3, we will introduce basic concepts related to quasi-transitive graphs
and canonical tree-decompositions and present some general results about them. We will
survey in Section 4 many known characterisations of quasi-transitive graphs of bounded
treewidth. Then we will explain in Section 5 how the results from [Ham15, Ham18b] imply
a structure theorem for planar quasi-transitive graphs, which can be seen as an analogue
of the structure theorem from [Dro06] for general planar groups. In Section 6, we will
introduce tangles, a notion introduced in the tenth paper of the Graph Minor series [RS91],
and playing a central role in the proof of the Graph Minor Structure theorem. We will
present there the main ideas from [Gro16] which uses tangles as a building block to prove
a general structure theorem for decomposing finite 3-connected graphs into parts of higher
connectivity. In particular, we will explain how these ideas can be adapted when working
on locally finite quasi-transitive graphs. We will crucially rely on the results from this part
to prove in Section 7 the main result from this first chapter, that is a structure theorem
for locally finite quasi-transitive graphs that exclude any countable graph (and thus the
countable infinite clique K∞) as a minor. This result can be thought as a tailored version
of the Graph Minor Structure Theorem of Robertson and Seymour [RS03] in the special
case of locally finite quasi-transitive graphs, and its proof is mainly based on a combination
of results of Thomassen [Tho92] and Grohe [Gro16]. We will present applications of this
structure theorem in Section 8 and will then discuss in Section 9 different properties that
have been recently studied and that generalize minor-exclusion in quasi-transitive graphs.

The proofs presented in Section 5 are unpublished results for which I am the sole author.
The results of Sections 6, 7, 8 together with their proofs come from the paper [EGLD23], co-
authored with Louis Esperet and Clément Legrand-Duchesne, while the content of Section 9
mainly comes from the paper [EG24a], a joint work with Louis Esperet. Section 10 contains
a discussion about some of the questions we asked at the end of [EGLD23], and the results
presented or stated are joint work with Tara Abrishami, Louis Esperet and Matthias Hamann
[AEGH24].
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2 Quasi-transitive graphs and quasi-isometries

2.1 Graphs

The graphs we will consider in this manuscript will always be simple, i.e., loopless without
multi-edges (except for Cayley graphs, which will be be defined in Chapter 2), and unless
specified they will always be connected. In this thesis, a simple graph G consists in a pair
(V (G), E(G)) where V (G) denotes the vertex set of G and E(G) ⊆

(
V (G)

2

)
denotes its edge-

set. We will often use the notation xy instead of {x, y} to denote the edges of a graph. For
every vertex v ∈ V (G), we will use the notation degG(v) (or simply deg(v) if the context is
clear) to denote its degree. Unless specified, we will only work on locally finite graphs, that
is graphs in which every vertex has a finite degree. In particular, when they are connected,
such graphs have countably many vertices and edges.

We equip a graph G with its shortest-path metric dG. For any set of vertices X ⊆ V (G),
the neighborhood of X in G is denoted by

NG(X) := {u ∈ V (G) \X : ∃v ∈ X, uv ∈ E(G)}.

When the graph G is clear from the context we will drop the subscript and write N(X)
instead of NG(X). For each v ∈ V (G), we set NG(v) := NG({v}). For every k ∈ N,
X ⊆ V (G), we also let BG,k(X) := {u ∈ V (G) : ∃v ∈ X, dG(u, v) 6 k} or simply Bk(X)
when the context is clear be the ball of radius k around v. Again, for each v ∈ V (G) and
k ∈ N, we set Bk(v) := Bk({v}). For every graph G and every subset of vertices X ⊆ V (G),
we denote by G[X] the subgraph of G induced by X, which is the graph with vertex set X
whose edge set consists of all the pairs uv such that uv ∈ E(G). We let G−X := G[V (G)\X].
For every E ′ ⊆ E(G), we also let G−E ′ := (V (G), E(G)\E ′). The girth (length of a smallest
cycle, if it exists) of a graph G is denoted by girth(G) ∈ N ∪ {∞}, and its diameter (the
supremum of the distances between pairs of vertices of G) is denoted by diam(G) ∈ N∪{∞}.

A proper vertex-coloring of G is a mapping c : V (G)→ C, where C denotes a (possibly
infinite) set of colors such that for every uv ∈ E(G), c(u) 6= c(v). A proper edge-coloring
of G is a mapping c : E(G) → C such for every two distinct edges e, e′ ∈ E(G) with a
common endpoint, c(e) 6= c(e′). The line graph L(G) of G is the graph with vertex set E(G)
and where we add an edge ee′ ∈ E(L(G)) exactly when e and e′ are distinct edges with a
common endpoint. We denote with χ(G) ∈ N∪{∞} the chromatic number of G, that is the
infimum over the number of colors required in any proper vertex-coloring of G. Similarly
we denote with χ′(G) ∈ N ∪ {∞} the chromatic index of G, that is the infimum over the
number of colors required in any proper edge-coloring of G. As we will mainly consider in
this manuscript graphs with bounded degree, their chromatic number and chromatic index
will always be finite.

For each n ∈ N, we let Kn denote the complete graph with vertex set [n]. We also let
K∞ be the countable clique (sometimes also denoted by Kℵ0 in the literature), that is the
infinite complete graph with vertex set N.
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2.2 Minors and models

Given two graphs G,H, we say that H is a minor of G if it can be obtained from G after
removing some vertices and edges, and contracting edges. A model of H in G is a family
(Vv)v∈V (H) of pairwise-disjoint vertex subsets of G such that each Vv induces a nonempty
connected subgraph of G, and for each uv ∈ E(H), there exists u′ ∈ Vu, v

′ ∈ Vv such
that u′v′ ∈ E(G). Note that H is a minor of G if and only if there is a model of H in
G. When V (H) ⊆ V (G), a model (Vv)v∈V (H) of H in G is said to be faithful if for each
v ∈ V (H), v ∈ Vv. H is a faithful minor of G if it admits a faithful model in G. For
example, if H is a subgraph of G, the set ({v})v∈V (H) constitutes a faithful model of H in G.

2.3 Connectedness

For every k > 0, a graph G is k-connected if it has at least k+1 vertices and for every subset
S ⊆ V (G) of at most k − 1 vertices, the graph G− S is connected. We say that a graph is
quasi-4-connected if it is 3-connected and for every set S ⊆ V (G) of size 3 such that G− S
is not connected, G− S has exactly two connected components and one of them consists of
a single vertex.

2.4 Rays and ends

A ray in a graph G is an infinite simple one-way path P = (v1, v2, . . .). A subray P ′ of P is a
ray of the form P ′ = (vi, vi+1, . . .) for some i > 1. We say that a ray lives in a set X ⊆ V (G)
if one of its subrays is included in X. We define an equivalence relation ∼ over the set of
rays R(G) by letting P ∼ P ′ if and only if for every finite set of vertices S ⊆ V (G), there
is a component of G − S that contains infinitely many vertices from both P and P ′. Note
that this is equivalent to saying that for any finite set S ⊆ V (G), P and P ′ are living in the
same component of G − S. The ends of G are the elements of R(G)/ ∼, the equivalence
classes of rays under ∼. For every X ⊆ V (G), we say that an end ω lives in X if one of its
rays lives in X.

We now introduce the notion of accessibility in graphs considered by Thomassen and
Woess [TW93]. To distinguish it from the related notion in groups (see Chapter 2), we will
call it vertex-accessibility in the remainder of the manuscript. When there is a finite set X
of vertices of G, two distinct components C1, C2 of G − X, and two distinct ends ω1, ω2 of
G such that for each i = 1, 2, ωi lives in Ci, we say that X separates ω1 and ω2. A graph G
is vertex-accessible if there is an integer k such that for any two distinct ends ω1, ω2 in G,
there is a set of at most k vertices that separates ω1 and ω2. The degree of an end ω is the
supremum number k ∈ N ∪ {∞} of pairwise-disjoint rays that belong to ω. By a result of
Halin [Hal65], this supremum is a maximum i.e., if an end ω has infinite degree, then there
exists an infinite countable family of pairwise-disjoint rays belonging to ω. An end is thin if
it has finite degree, and thick otherwise. It is an easy exercise to check that for every end
ω of finite degree k and every end ω′ 6= ω, there is a set of size at most k that separates ω
from ω′.
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The interested reader is referred to Chapter 8 in [Die17] for more background and
important results in infinite graph theory.

2.5 Closed walks

A walk in a graph G is a finite sequence of verticesW = (v1, . . . , vk) where for each i ∈ [k−1],
vivi+1 ∈ E(G). We call W a closed walk when v1 = vk or v1vk ∈ E(G), and we call it a cycle
if moreover its vertices are pairwise distinct. We let W(G) denote the set of closed walks of
G. If W is a closed walk that contains a spur, i.e. if there is some i such that vi−1 = vi+1,
then we say that W ′ = (v1, . . . , vi−1, vi+1, . . . , vk) is obtained from W by deleting the spur.
The inverse operation of adding a spur consists in adding a neighbor of v between vi and vi+1

in the walk W , so that the obtained walk is W ′ = (v1, . . . , vi, v, vi, vi+1, . . . , vk). The rotation
of W is the walk (v2, v3 . . . , vk, v1), and the reflection of W is the walk (vk, vk−1 . . . , v2, v1).

If W = (v1, . . . , vk) and W ′ = (v′1, . . . , v
′
`) are two walks such that vk = v′1, then their

sum is the walk W ·W ′ := (v1, . . . , vk = v′1, . . . , v
′
`). We will say that a set of closed walks

W generates another set of closed walks W ′ if every element of W ′ can be obtained from
elements ofW by adding and deleting spurs, and performing sums, reflections and rotations.

2.6 Group actions on graphs

Unless stated otherwise, in this manuscript we will always denote with · the binary operation
of a group and denote groups with capital greek letters. For simplicity, we will denote a group
(Γ, ·) by Γ. We will denote the identity element of Γ with 1Γ and for every γ ∈ Γ, we set
γ0 := 1Γ, and γi := γ · γi−1 for all i > 1. We also set γi := (γ−1)−i for all i 6 0, where γ−1

denotes the inverse of γ in Γ.
An automorphism of a graph G is a graph isomorphism from G to itself (i.e., a bijection

from V (G) to V (G) that maps edges to edges and non-edges to non-edges). The set of
automorphisms of G has a natural group structure (as a subgroup of the symmetric group
over V (G)); the group of automorphisms of G is denoted by Aut(G).

For a graph G and a group Γ, we will say that Γ acts by automorphisms on G (or simply
that Γ acts on G when the context is clear) if every element of Γ induces an automorphism γ
of G, such that the induced application Γ→ Aut(G) is a group morphism. We will usually
use the left multiplicative notation γ · x instead of γ(x) for γ ∈ Γ, x ∈ V (G). Note that the
opposite convention was adopted in [EGLD23], however it is more common in the literature
to associate the left action of Γ on G with the action of a group Γ by translation on its
Cayley graphs (see Section 12), thus we decided to stick to this convention here. For every
X ⊆ V (G),Γ′ ⊆ Γ and γ ∈ Γ, we let γ ·X := γ(X) = {γ ·x : x ∈ X} and Γ′ ·X :=

⋃
γ∈Γ′ γ ·X.

We denote the set of orbits of V (G) under the action of Γ by G/Γ (Γ naturally induces an
equivalence relation on V (G), relating elements in the same orbit of Γ). For every subset
X ⊆ V (G) we let StabΓ(X) := {γ ∈ Γ : γ · X = X} denote the stabilizer of X, which is
always a subgroup of Γ. For each x ∈ X, we let Γx := StabΓ({x}).
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2.7 Quasi-transitive graphs

We call the action of Γ on G vertex-transitive (or simply transitive) when there is only one
orbit in G/Γ, i.e., when for every two vertices u, v ∈ V (G) there exists an element γ ∈ Γ such
that γ · u = v. The action of Γ on G is called quasi-transitive if there is only a finite number
of orbits in G/Γ. We say that G is transitive (respectively quasi-transitive) if it admits
a transitive (respectively quasi-transitive) group action. Note that every quasi-transitive
locally finite graph has bounded degree.

It was proved, first by Freudenthal [Fre44] for finitely generated groups and then in the
more general graph-theoretic context [DJM93], that the number of ends of a quasi-transitive
graph is either 0, 1, 2 or ∞. A graph with a single end is said to be one-ended.

2.8 Quasi-isometries

Let (X, dX) and (Y, dY ) be two metric spaces. We say that X is quasi-isometric to Y if there
is a map f : X → Y and constants ε > 0, λ > 1, and C > 0 such that (i) for any y ∈ Y
there is x ∈ X such that dY (y, f(x)) 6 C, and (ii) for every x1, x2 ∈ X,

1

λ
dX(x1, x2)− ε 6 dY (f(x1), f(x2)) 6 λdX(x1, x2) + ε.

It is not difficult to check that the definition is symmetric, and we often simply say that X
and Y are quasi-isometric. If condition (i) is omitted in the definition above, we say that f
is a quasi-isometric embedding of X in Y . If ε = 0, then we call f a bilipschitz mapping. We
will only consider in this manuscript quasi-isometries between graphs equipped with their
shortest path metric. Since graphs are uniformly discrete metric spaces (in the sense that any
two distinct elements lie at distance at least 1 apart), any injective quasi-isometric embedding
of a graph G in a graph H is also a bilipschitz embedding of G in H. In particular, if G has
bounded degree and f : G → H is a quasi-isometric embedding, then for every y ∈ V (H),
the set f−1(y) := {x ∈ V (G) : f(x) = y} must have uniformly bounded diameter, and
thus as G has bounded degree, it also has uniformly bounded size. Hence, if G admits a
quasi-isometric embedding in H, there exists a constant C > 1 and a bilipschitz embedding
of G into H+C , the graph obtained from H by adding C pendant vertices to each vertex of
H.

Note that the number of ends of a locally finite graph is preserved under taking quasi-
isometries. We will implicitly use this property extensively in the remainder of the thesis.

3 Separations and canonical tree-decompositions
In this section, we introduce the notions of separations and canonical tree-decompositions
which will be central in the structure theorems we will present in the next subsections. Many
concepts we will present admit analogous formulations with respect to (edge-)cuts. Even
though the proofs that will be discussed are based on the structure of vertex separations in
graphs, we mention that many known accessibility results were first proved working on the
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structure of edge-cuts, and based on the theory of cuts introduced by Dicks and Dunwoody
in [DD89].

3.1 Separations

As we will use later in this chapter many results of Grohe [Gro16], we use his notations
and definitions for all objects related to separations and tangles (which differ from the more
conventional ones from [Die17]). A separation in a graph G = (V,E) is a triple (Y, S, Z)
such that Y, S, Z are pairwise-disjoint subsets of V (G), V = Y ∪ S ∪ Z and there is no edge
between vertices of Y and Z. A separation (Y, S, Z) is proper if Y and Z are nonempty. In
this case, S is a separator of G.

The separation (Y, S, Z) is said to be tight if there are some components CY , CZ respec-
tively of G[Y ], G[Z] such that NG(CY ) = NG(CZ) = S. The order of a separation (Y, S, Z)
is |S| and the order of a family N of separations is the supremum of the orders of its sep-
arations. In what follows, we will always consider sets of separations of finite order. We
will denote with Sepk(G) (respectively Sep<k(G)) the set of all separations of G of order k
(respectively less than k).

Given a separation (Y, S, Z) and an automorphism γ of a graph G, let γ · (Y, S, Z) :=
(γ · Y, γ · S, γ · Z). If a group Γ acts on a graph G, then for each k > 0, Γ also induces an
action on Sepk(G).

The following lemma was originally stated in [TW93] for transitive graphs, but the same
proof immediately implies that the result also holds for quasi-transitive graphs.

Lemma 3.1 (Corollary 4.3 in [TW93]). Let G be a locally finite graph. Then for every
v ∈ V (G) and k > 1, there is only a finite number of tight separations (Y, S, Z) of order k in
G such that v ∈ S. Moreover, for any group Γ acting quasi-transitively on G and any k > 1,
there is only a finite number of Γ-orbits of tight separations of order at most k in G.

3.2 Canonical tree-decompositions

A tree-decomposition of a graph G is a pair (T,V) where T is a tree and V = (Vt)t∈V (T ) is a
family of subsets Vt of V (G) such that:

• V (G) =
⋃
t∈V (T ) Vt;

• for every nodes t, t′, t′′ such that t′ is on the unique path of T from t to t′′, Vt∩Vt′′ ⊆ Vt′ ;

• every edge e ∈ E(G) is contained in an induced subgraph G[Vt] for some t ∈ V (T ).

Note that in our definition of tree-decomposition, we allow T to have vertices of infinite
degree. The sets Vt for every t ∈ V (T ) are called the bags of (T,V), and the induced
subgraphs G[Vt] the parts of (T,V). The width of (T,V) is the supremum of |Vt| − 1, for
t ∈ V (T ). Note that the width of a tree-decomposition can be infinite. The sets Vt ∩ Vt′
for every tt′ ∈ E(T ) are called the adhesion sets of (T,V) and the adhesion of (T,V) is the
supremum of the sizes of its adhesion sets (possibly infinite). We also let V∞(T ) ⊆ V (T )
denote the set of nodes t ∈ V (T ) such that Vt is infinite.
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For any subgroup Γ of Aut(G), we say that a tree-decomposition (T,V) is canonical
with respect to Γ, or simply Γ-canonical, if Γ induces a group action on T such that for every
γ ∈ Γ and t ∈ V (T ), γ · Vt = Vγ·t. By definition of a group action on a graph, t 7→ γ · t is
an automorphism of T for any γ ∈ Γ. In particular, for every γ ∈ Γ, note that γ sends bags
of (T,V) to bags, and adhesion sets to adhesion sets. When (T,V) is Aut(G)-canonical, we
simply say that it is canonical.

Remark 3.2. If (T,V) is a Γ-canonical tree-decomposition of a graph G, then Γ acts both on
G and T , so there are two different notions of a stabilizer of a node t ∈ V (T ): Γt = StabΓ(t)
(where we consider the action of Γ on T ), and StabΓ(Vt) (where we consider the action of Γ
on G). Observe that for any t ∈ V (T ) we have Γt ⊆ StabΓ(Vt). The reverse inclusion does
not hold in general (when there are adjacent nodes s, t ∈ V (T ) with Vs = Vt, automorphisms
of T might exchange s and t and thus stabilize Vs = Vt without stabilizing s or t). However,
if t ∈ V (T ) is such that {t′ ∈ V (T ) : Vt′ = Vt} = {t}, then Γt = StabΓ(Vt). In particular,
if (T,V) has finite adhesion, then every bag Vt with t ∈ V∞(T ) appears only once in the
decomposition, and thus for each such node t ∈ V∞(T ) we have Γt = StabΓ(Vt).

3.3 Edge-separations and torsos

Consider a tree-decomposition (T,V) of a graph G, with V = (Vt)t∈V (T ). Let A be the set of
all the orientations of the edges of E(T ), i.e. A contains the pairs (t1, t2), (t2, t1) for every
edge t1t2 of T . For an arbitrary pair (t1, t2) ∈ A, and for each i ∈ {1, 2}, let Ti denote the
component of T − {t1t2} containing ti. Then the edge-separation of G associated to (t1, t2)
is (Y1, S, Y2) with S := Vt1 ∩ Vt2 and Yi :=

⋃
s∈V (Ti)

Vs \ S for i ∈ {1, 2}.
The torsos of (T,V) are the graphs GJVtK for t ∈ V (T ), with vertex set Vt and edge set

E(G[Vt]) together with the edges xy such that x and y belong to a common adhesion set of
(T,V).

If Γ acts on G and N is a family of separations of G, we say that N is Γ-invariant if for
every (Y, S, Z) ∈ N and γ ∈ Γ, we have γ · (Y, S, Z) ∈ N . Note that if (T,V) is Γ-canonical,
then the associated set of edge-separations is Γ-invariant.

Remark 3.3. If (T,V) is a Γ-canonical tree-decomposition of a locally finite graph G whose
edge-separations are tight, with finite bounded order, then by Lemma 3.1 the action of Γ on
E(T ) must induce a finite number of orbits. In particular, Γ must also act quasi-transitively
on V (T ).

The treewidth of a graph G is the infimum of the width of (T,V), among all tree-
decompositions (T,V) of G. Note that adding to a tree-decomposition of bounded width the
restriction that it must be canonical can be very costly in the finite case: while it is well
known that every cycle graph Cn on n vertices has treewidth 2, the example below shows
that in any canonical tree-decomposition of Cn, some bag contains all the nodes of Cn.
Example 3.4. Let Cn be the cycle graph on n elements. Note that the additive group Zn acts
transitively by rotation on Cn. We let α be a generator of Zn of order n. Let (T, (Vt)t∈V (T ))
be a Zn-canonical tree-decomposition of Cn. Without loss of generality we may assume
that T is finite, by contracting every edge tt′ ∈ E(T ) such that Vt = Vt′ . We may also
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assume that no edge tt′ of T is inverted by α, i.e. such that α · (t, t′) = (t′, t), as if it was
the case we could subdivide the edge tt′ (i.e. add a new vertex t∗ between t and t′) and let
Vt∗ := Vt ∩ Vt′ . If we let T ′ be the tree of the tree-decomposition obtained after performing
such a subdivision, note that the obtained tree-decomposition is still Zn-canonical as α
induces an automorphism of T ′ that stabilizes the vertex t∗ and acts on V (T ) the same way
that it did before the subdivision. After this operation none of the edges tt∗, t∗t′ is inverted
by α. It is an easy exercise to prove that if no edge of T is inverted by α, there exists a vertex
t ∈ V (T ) stabilized by α, and hence by all the elements of Zn. Then as Zn acts transitively
on G, we must have Vt = V (Cn) for such a t ∈ V (T ).

The following two lemmas will be useful when working with canonical tree-decompositions,
as they allow to use alternatively torsos or parts of a tree-decompositions according to our
purposes.

Lemma 3.5. Let G be a locally finite Γ-quasi-transitive graph and (T, (Vt)t∈V (T )) be a Γ-
canonical tree-decomposition of G with finite adhesion whose parts are connected subgraphs
of G and such that E(T ) admits only finitely many Γ orbits. Then for every t ∈ V (T ), GJVtK
is quasi-isometric to G[Vt].

Proof. We will show that the identity on Vt induces a quasi-isometry between G[Vt] and
GJVtK. For each t ∈ V (T ), G[Vt] is a subgraph of GJVtK, so for every u, v ∈ Vt we have
dGJVtK(u, v) 6 dG[Vt](u, v). We will now show that there exists a constant C > 0 such that
for each t ∈ V (T ), u, v ∈ Vt:

dG[Vt](u, v) 6 C · dGJVtK(u, v).

This will immediately imply that idVt induces the desired quasi-isometry.
As E(T ) has finitely many orbits under the action of the automorphism group of G,

up to applying an automorphism from Γ, there are only finitely many pairs {u, v} such that
u, v lie in a common adhesion set of (T,V). In particular, as G is connected this means that
for each t ∈ V (T ), the set of values Dt := {dG[Vt](u, v),∃s ∈ NT (t), u, v ∈ Vs ∩ Vt} admits a
maximum. As V (T ) has finitely many Γ-orbits, the set of values

⋃
t∈V (T ) Dt also admits a

maximum C ∈ N. In particular such a constant C satisfies the above inequality.

Lemma 3.6. Let G be a connected locally finite Γ-quasi-transitive graph and (T, (Vt)t∈V (T ))
be a Γ-canonical tree-decomposition of G with finite adhesion, connected torsos and such that
E(T ) admits only finitely many Γ orbits. Then there exists a Γ-canonical tree-decomposition
(T, (V ′t )t∈V (T )) of G with finite adhesion, with the same decomposition tree T and Γ-action of
Γ on T , and such that for each t ∈ V (T ), G[V ′t ] is connected and quasi-isometric to GJVtK.

Proof. As E(T ) has finitely many Γ-orbits, note that the set {dG(u, v) : ∃t ∈ V (T ), uv ∈
E(GJVtK)\E(G)} is bounded and thus admits a maximum, say k ∈ N. We let V ′ := (V ′t )t∈V (T )

be defined by V ′t := Bk(Vt) = {v ∈ V (G) : ∃u ∈ Vt, dG(u, v) 6 k}. We show that (T,V ′) is a
tree-decomposition of G with the desired properties.

We first check that (T,V ′) is a tree-decomposition. As Vt ⊆ V ′t for each t ∈ V (T ), we
have

⋃
t∈V (T ) V

′
t = V (G) and every edge of G must be contained in some part G[V ′t ] for some

t ∈ V (T ). It remains to show that for all distinct nodes t, t′, t′′ ∈ V (T ) such that t′ lies
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on the shortest path from t to t′′, V ′t ∩ V ′t′′ ⊆ V ′t′ . Let u ∈ V ′t ∩ V ′t′′ and (x, y) ∈ Vt × Vt′′
be such that dG(x, u) 6 k and dG(y, u) 6 k. We consider the path p going from x to y in
G obtained by concatenating a shortest path from x to u with a shortest path from u to
y. Then as (T,V) is a tree-decomposition of G, p must intersect Vt′ . In particular, u is at
distance at most k from any point of p, so we just proved that u ∈ V ′t′ , implying that (T,V ′)
is a tree-decomposition. In fact, this argument also implies that (T,V ′) has finite adhesion:
if u ∈ V ′t ∩ V ′t′′ and t′ is chosen to be the neighbor of t on the unique shortest path from t to
t′′ in T , then any path p obtained as above must intersect Vt ∩ Vt′ . In particular it implies
that u ∈ Bk(Vt ∩ Vt′), which must be finite of bounded size as G has bounded degree and
Vt ∩ Vt′ is finite.

Note that the action of Γ on T when T is seen as the decomposition tree of (T,V)
immediately extends to the same action on T when T is considered as the decomposition
tree of (T,V ′), hence (T,V ′) is still Γ-canonical and E(T ) still has finitely many Γ-orbits
with respect to this action. Moreover for every t ∈ V (T ) and every uv ∈ E(G+[Vt]) \ E(G),
our choice of k ensures that there exists a path from u to v in G[V ′t ], so the parts of (T,V ′)
are connected.

Let t ∈ V (T ), and fix any projection π : V ′t → Vt such that π|Vt = idVt and such
that for each v ∈ V ′t , dG(π(v), v) = dG(Vt, v) = min{dG(v, u) : u ∈ Vt}. We show that π
defines a quasi-isometry between G[V ′t ] and GJVtK. First, note that for each pair of vertices
x, y ∈ Vt such that there exists a path p from x to y in G which only intersects Vt in {x, y},
the vertices x and y must belong to a common adhesion set of (T,V). In particular, for all
vertices u, v ∈ V ′t , if p is a path of length d in G[V ′t ] from u to v, then there is a path p′ of
length at most d + 2k between π(u) and π(v) in G[V ′t ], and we obtain a path q in GJVtK of
length at most d+ 2k between π(u) and π(v) after replacing every subpath of p′ having only
its two endpoints in Vt by an edge of GJVtK. In particular if we choose p to be a shortest
path from u to v in G[V ′t ], we get

dGJVtK(π(u), π(v)) 6 dG[V ′t ](u, v) + 2k.

We now consider a path p from π(u) to π(v) in GJVtK of length d. Then by the choice
of k and π, there exists a path from u to v in G[V ′t ] of length at most dk+ 2k, showing that

dG[V ′t ](u, v) 6 kdGJVtK(π(u), π(v)) + 2k.

As π is surjective onto Vt, it follows that it is a quasi-isometry between G[V ′t ] and
GJVtK.

3.4 Nested sets of separations

We define an order 6RS on the set of separations of a graph G as follows. For any two
separations (Y, S, Z), (Y ′, S ′, Z ′), we write (Y, S, Z) 6RS (Y ′, S ′, Z ′) if and only if Y ′ ⊆ Y
and Z ⊆ Z ′. This order corresponds to the (inverse of the) one introduced in [RS91], and we
will distinguish it with another order 6G introduced in [Gro16] that we will use later which is
similar but does not admit exactly the same definition. Intuitively, (Y, S, Z) 6RS (Y ′, S ′, Z ′)
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means that (Y, S, Z) points towards a “Z-direction” in a more accurate way than (Y ′, S ′, Z ′)
does.

Two separations (Y, S, Z), (Y ′, S ′, Z ′) of a graph G are said to be nested if (Y, S, Z) is
comparable either with (Y ′, S ′, Z ′) or with (Z ′, S ′, Y ′) with respect to the order 6RS. A set
of separations N of G is nested if all its separations are pairwise nested. We say that N is
symmetric if for every (Y, S, Z) ∈ N , we also have (Z, S, Y ) ∈ N . It is not hard to observe
that if (T,V) is a tree-decomposition and N denotes its set of edge-separations, then N is
symmetric and nested. Moreover, if (T,V) is Γ-canonical, then N is also Γ-invariant with
respect to the action of Γ on the set of separations of G.

Extending a known result [CDHS11, Theorem 4.8] for finite graphs, Carmesin, Hamann
and Miraftab proved in [CHM22, Theorem 3.2] that symmetry and nestedness together with
a third property are sufficient conditions to obtain a tree-decomposition from a nested set
of separations.

According to the notation from [CHM22], we say that a set of separations N has finite
intervals if for every pair of separations (Y1, S1, Z1), (Y2, S2, Z2) ∈ N with (Y1, S1, Z1) 6RS

(Y2, S2, Z2) there are only finitely many separations (Y, S, Z) ∈ N such that:

(Y1, S1, Z1) 6RS (Y, S, Z) 6RS (Y2, S2, Z2).

Theorem 3.7 (Theorem 3.2 in [CHM22]). Let N be a nested set of separations with finite
intervals in an arbitrary graph G. Then there exists a tree-decomposition (T,V) of G such
that the edge-separations of (T,V) are exactly the separations from N and the correspondence
is one-to-one. Moreover, if N is Γ-invariant with respect to some group Γ acting on G, then
(T,V) is Γ-canonical.

Lemma 3.8. If G is connected, locally finite and N is a nested set of separations in G such
that for every (Y, S, Z) ∈ N , S has uniformly bounded diameter with respect to the metric
dG, then N has finite intervals.

Proof. We let d(X, Y ) := min{d(x, y) : x ∈ X, y ∈ Y } for every two nonempty sets X, Y ⊆
V (G). Let k be an upper bound on the diameter of the separators S in G for (Y, S, Z) ∈ N .
For every triple (Y1, S1, Z1), (Y2, S2, Z2), (Y, S, Z) ∈ N with (Y1, S1, Z1) 6RS (Y, S, Z) 6RS

(Y2, S2, Z2), note that d(S, S1) 6 d(S1, S2) := k′, and as G is locally finite, the size of |S|
must be finite. Moreover, for every u ∈ S1, v ∈ S we must have d(u, v) 6 k′ + k, hence
every separator S of such a separation (Y, S, Z) of N lives in the ball of radius k′+k around
S1, and as G is locally finite, there are only finitely many such separators. As G is locally
finite, for every finite set S, G− S has only finitely many connected components so S is the
separator of only finitely many separations of G. It follows that we can only find finitely
many such (Y, S, Z) ∈ N .

3.5 Separations of order at most 3

If G is not connected, then the tree-decomposition (T,V) where T is a star whose central
bag is empty and where we put a bag for each connected component of G can easily be seen
to be a canonical tree-decomposition with adhesion 0, as every automorphism of G acts on
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T by permuting some branches. If we start from a connected graph G, it is well known that
the block cut-tree of G is a canonical tree-decomposition (T, (Vt)t∈V (T )) of G whose adhesion
sets have size 1 and such that for each t ∈ V (T ), G[Vt] = GJVtK has either size at most 2 or
is 2-connected. A similar result holds for separations of order 2. This was proved by Tutte
[Tut84] in the finite case, and generalized to infinite graphs in [DSS98]. See also [CK23,
Theorem 1.6.1] for a more precise version.

Theorem 3.9 ([DSS98]). Every locally finite graph G has a canonical tree-decomposition
of adhesion at most 2 with tight edge-separations, whose torsos are minors of G and are
complete graphs of order at most 2, cycles, or 3-connected graphs.

For separations of order 3, a similar result was obtained by Grohe for finite graphs
[Gro16].

Theorem 3.10 ([Gro16]). Every finite graph G has a tree-decomposition of adhesion at
most 3 whose torsos are minors of G and are complete graphs on at most 4 vertices or
quasi-4-connected graphs.

In Section 7 we extend Theorem 3.10 to locally finite graphs, while making sure that
most of the construction (except the very end) is canonical. More precisely, we will reproduce
in Section 6 the main steps of the work of [Gro16] and give the additional arguments to extend
them to locally finite graphs. A consequence is that Theorem 3.10 extends to locally finite
graphs. A downside is that we cannot require Grohe’s decomposition to be canonical, as
illustrated by Example 3.11 below, which was introduced in [Gro16] in the finite case.

Figure 1.1: Left: a finite section of the 3-connected infinite graph obtained by replacing in
the infinite hexagonal planar grid each vertex by a triangle with three vertices of degree 3.
Right: a finite section of the quasi-4-connected torso GJVz0K of (T,V). Note that it does not
depend of the choice of Vz0 .

Example 3.11. Consider the 3-connected infinite planar graph H obtained from the infinite
hexagonal planar grid by replacing each vertex by a triangle with three vertices of degree 3
(see Figure 1.1 (left) for a finite part of this graph). We let M be the set of edges connecting
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pairs of triangles, or equivalently the set of edges that do not belong to any triangle (note
that M is a perfect matching). The tree-decomposition (T,V) of H obtained by extending
the ideas in [Gro16] to the infinite case has an infinite bag Vz0 obtained by selecting one
endpoint of each edge of M (which is equivalent to fixing an orientation of each of these
edges). The tree T is a star with center z0, and its other bags are finite. While there are
many different choices for Vz0 , none of them gives a canonical tree-decomposition. Moreover,
it is even possible to choose Vz0 such that (T,V) is not Γ-canonical for any subgroup Γ of
Aut(G) with a quasi-transitive action on G. For example, one can fix some special vertex
v0 ∈ V (G), and let A be the orientation of the edges uv connecting two triangles of G defined
by (u, v) ∈ A if dG(u, v0) < dG(v, v0). If dG(u, v0) = dG(v, v0), then we choose an arbitrary
orientation of uv to be in A. We let Vz0 be the set of tails of the arcs in A. Assume that Γ
is a subgroup of Aut(G) such that the decomposition (T,V) obtained for this choice Vz0 is
Γ-canonical. Then note that as Vz0 is the only infinite bag of (T,V), the only automorphisms
g ∈ Aut(G) that can induce an automorphism on T must fix Vz0 , so they must also preserve
the orientation induced by A. As the triangle containing v0 is the only triangle of G with
three incoming edges, Γ must be a subgroup of its stabilizer, hence it cannot act quasi-
transitively on G. Indeed one can check more generally that no tree-decomposition of H
satisfying the properties of Theorem 3.10 can be canonical. To see this, assume for the sake
of contradiction that such a decomposition (T,V) exists. Then one of its edge-separations
should be proper of order 3. Note that the only such separations separate a subgraph of
a triangle from the rest of the graph. Let (Y, S, Z) be such a separation, such that Z is
finite. Then there exists an edge e from M with one endpoint z in Z and the other s in S.
Note that there exists an automorphism γ ∈ Aut(H) exchanging the two endpoints of e. In
particular, as (T,V) is canonical, both γ · (Y, S, Z) and (Y, S, Z) must be edge-separations
of (T,V), which can be seen to be impossible.

This example illustrates the fact that in general it is impossible to obtain a canonical
tree-decomposition having exactly the properties described in Theorem 3.10.

In a recent work, Carmesin and Kurkofka [CK23] proved that 3-connected graphs can
be decomposed into simpler pieces (namely quasi-4-connected graphs, wheels and thickened
K3,m’s) in a canonical way, suggesting another way to extend the ideas from Theorem 3.9
to 3-connected graphs. The decomposition they obtain is not exactly a tree-decomposition,
as they construct an Aut(G)-invariant nested set of mixed-separations of order 3 (while
Theorem 3.10 only deals with (vertex-)separations of order 3), that is a set of separations of
order 3 of the barycentric subdivision of G.

3.6 Combining canonical tree-decompositions

Let (T,V) and (T,V ′) be tree-decompositions of two graphs G,G′, respectively. We say that
(T,V) and (T ′,V ′) are isomorphic if there exists an isomorphism ϕ from G to G′, and an
isomorphism ψ from T to T ′ such that for each t ∈ V (T ), we have: V ′ψ(t) = ϕ(Vt).

Let G be a graph and let Γ be a group acting on G. Let (T,V), with V = (Vt)t∈V (T ),
be a Γ-canonical tree-decomposition of G, and recall that for any t ∈ V (T ), Γt = StabΓ(t)
denotes the stabilizer of the node t with respect to the action of Γ on the tree T . For each
t ∈ V (T ), let (Tt,Vt) be a Γt-canonical tree-decomposition of GJVtK. Our goal will be to
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refine (T,V) by combining it with the tree-decompositions (Tt,Vt)t∈V (T ). If we want the
resulting refined tree-decomposition of G to be canonical, we need to impose a condition on
the tree-decompositions (Tt,Vt)t∈V (T ) (namely that they are consistent with the action of Γ
on G). This is captured by the following definition. Let γ · (Tt,Vt) := (Tt, γ · Vt) be the
tree-decomposition of GJγ · VtK = GJVγ·tK with bags γ · Vt := (γ · Vs)s∈V (Tt). Observe that
γ · (Tt,Vt) is Γγ·t-canonical. We say that the construction t 7→ (Tt,Vt) is Γ-canonical if for
each γ ∈ Γ and t ∈ V (T ), the tree-decompositions γ · (Tt,Vt) and (Tγ·t,Vγ·t) are isomorphic.
We emphasize here that the first tree-decomposition is indexed by Tt, while the second is
indexed by Tγ·t.

The trivial tree-decomposition of a graph G consists of a tree T with a single node,
whose bag is V (G). Note that the trivial tree-decomposition is canonical.

Lemma 3.12. Assume that G is locally finite, Γ acts on G and (T,V) is a Γ-canonical
tree-decomposition of G with finite adhesion. Let {ti, i ∈ I∞} be a set of representatives of
the Γ-orbits of V∞(T ), indexed by some set I∞. Assume that for every i ∈ I∞ there exists
a Γti-canonical tree-decomposition (Tti ,Vti) of the torso GJVtiK of finite adhesion. Then we
can find some family (Tt,Vt)t∈V (T ) extending the family (Tti ,Vti)i∈I∞ such that each (Tt,Vt)
is a Γt-canonical tree-decomposition of GJVtK, the construction t 7→ (Tt,Vt) is Γ-canonical,
and for each t ∈ V (T ) \ V∞(T ), (Tt,Vt) is the trivial tree-decomposition of GJVtK.

Proof. First we check that for each γ ∈ Γ and every t ∈ V∞(T ), γ · Γt · γ−1 = Γγ·t. For this
we claim that we only need to prove the inclusion γ · Γt · γ−1 ⊆ Γγ·t, as the converse then
follows from replacing (γ, t) by (γ−1, γ · t). Let γ′ ∈ Γt. Then

γ · γ′ · γ−1 · (γ · t) = γ · γ′ · t = γ · t,

thus γ · γ′ · γ−1 ∈ Γγ·t and γ · Γt · γ−1 ⊆ Γγ·t, as desired.
We complete I∞ into a set I of representatives of the Γ-orbits of V (T ), and for each

i ∈ I \I∞ we let (Tti ,Vti) denote the trivial tree-decomposition of GJVtiK. For each t ∈ V (T ),
we let γ ∈ Γ and i ∈ I be such that t = γ · ti and let (Tt,Vt) := γ · (Tti ,Vti). We check that
(Tt,Vt) is well-defined: for any two γ, γ′ ∈ Γ such that γ ·ti = γ′ ·ti = t, we have γ′ ·γ−1 ∈ Γti .
As (Tti ,Vti) is Γti-canonical, γ′ ·γ−1 ·(Tti ,Vti) = (Tti ,Vti) so we have γ ·(Tti ,Vti) = γ′ ·(Tti ,Vti)
and (Tt,Vt) is well-defined for each t ∈ V (T ). The fact that the construction t 7→ (Tt,Vt) is
Γ-canonical immediately follows from the definition. Finally, the tree-decomposition (Tt,Vt)
is Γt-canonical because if it is not trivial, and i ∈ I∞ and γ ∈ Γ are such that γ · ti = t, then
Γt = γ · Γti · γ−1 and thus Γt induces a group action on (Tt,Vt) = γ · (Tti ,Vti).

Given two tree-decompositions (T,V), (T ′,V ′) of a graph G, with V = (Vt)t∈V (T ) and
V ′ = (V ′t )t∈V (T ′), we say that (T ′,V ′) refines (T,V) with respect to some family (Tt,Vt)t∈V (T )

of tree-decompositions if for every t ∈ V (T ), Tt is a subtree of T ′ such that Vt =
⋃
s∈V (Tt)

V ′s
and the trees (Tt)t∈V (T ) are pairwise vertex-disjoint, cover V (T ′) and for every edge uv ∈
E(T ), there exist u′ ∈ V (Tu), v

′ ∈ V (Tv) such that u′v′ ∈ E(T ′).
We say that (T ′,V ′) is a subdivision of (T,V) if T ′ is obtained from T after considering

a subset E ′ ⊆ E(T ) and doing the following for every edge tt′ ∈ E ′: we subdivide the
edge tt′ (by adding a new vertex t∗ between t and t′), and we add a corresponding bag
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Vt∗ := Vt ∩ Vt′ in the tree-decomposition. Note that if (T ′,V ′) is a subdivision of (T,V), the
two tree-decompositions have the same edge-separations.

The following result from [CHM22] will allow us to construct canonical tree-decomposi-
tions inductively:

Proposition 3.13 (Proposition 7.2 in [CHM22]). Assume that G is locally finite, Γ acts on G
and (T,V) is a Γ-canonical tree-decomposition of G with finite adhesion, with V = (Vt)t∈V (T ).
Assume that for every t ∈ V (T ), there exists a Γt-canonical tree-decomposition (Tt,Vt) of the
torso GJVtK of finite adhesion such that the edge-separations induced by (Tt,Vt) in GJVtK are
tight and pairwise distinct, and the construction t 7→ (Tt,Vt) is Γ-canonical. Then there exists
a Γ-canonical tree-decomposition (T ′,V ′) of G that refines (T,V) with respect to a family
(T ′t ,V ′t)t∈V (T ) such that for each t ∈ V (T ), (T ′t ,V ′t) is a Γt-canonical tree-decomposition of
GJVtK which is a subdivision of (Tt,Vt), and such that every adhesion set of (T ′,V ′) is either
an adhesion set of (T,V) or an adhesion set of some (Tt,Vt) for some t ∈ V (T ). Moreover,
the construction t 7→ (T ′t ,V ′t) is Γ-canonical.

Remark 3.14. In the original statement of [CHM22, Proposition 7.2], the fact that each
tree-decomposition (T ′t ,V ′t) is Γt-canonical and that the construction t 7→ (T ′t ,V ′t) is also
Γ-canonical is not stated explicitly, however the authors show it explicitly in the proof.

Hence putting Lemma 3.12 together with Proposition 3.13, we immediately get:

Corollary 3.15. Assume that G is locally finite, with a group Γ acting on G and (T,V) a Γ-
canonical tree-decomposition of G of finite adhesion, where V = (Vt)t∈V (T ). Let {ti : i ∈ I∞}
denote a set of representatives of the orbits V∞(T )/Γ such that for each i ∈ I∞, there
exists a Γti-canonical tree-decomposition (Tti ,Vti) of GJVtiK with finite adhesion, such that
the edge-separations induced by each (Tti ,Vti) in GJVtiK are tight and pairwise distinct. Then
there exists a Γ-canonical tree-decomposition of G that refines (T,V) with respect to some
family (T ′t ,V ′t)t∈V (T ) of Γt-canonical tree-decompositions of GJVtK such that for each i ∈ I∞,
(T ′ti ,V

′
ti

) is a subdivision of (Tti ,Vti), and for every t ∈ V (T ) \ V∞(T ), (T ′t ,V ′t) is the trivial
tree-decomposition of GJVtK. Moreover, the construction t 7→ (T ′t ,V ′t) is Γ-canonical.

Remark 3.16. The proof of Proposition 3.13 given in [CHM22] still holds if we assume more
generally that E(Tti) has finitely many Γti-orbits instead of assuming that separations of
(Tti ,Vti) are tight. In particular the same assumption can be done for Corollary 3.15.

A crucial property of a canonical tree-decomposition of a locally finite quasi-transitive
graph is that the torsos or parts of the tree-decomposition are themselves quasi-transitive.
This is proved in [HLMR22, Proposition 4.5] in the special case where Γ acts transitively on
E(T ). We give here a more general proof, which is self-contained.

Lemma 3.17. Let k ∈ N, let G be a locally finite graph, and let Γ be a group acting quasi-
transitively on G. Let (T,V), with V = (Vt)t∈V (T ), be a Γ-canonical tree-decomposition of G
of finite adhesion such that E(T ) has finitely many Γ-orbits. Then, for any t ∈ V (T ), the
group Γt := StabΓ(Vt) induces a quasi-transitive action on G[Vt], and thus also on GJVtK.
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Proof. We fix an orientation A of E(T ). Note that the number of Γ-orbits of A must be
finite. Let e1, . . . , em ∈ A be representatives of each of the Γ-orbits of A, and let e1, . . . , em
denote their inverse pairs. Fix any node t ∈ V (T ).

We consider an arbitrary vertex z ∈ V (G), and let t0 ∈ V (T ) be such that z ∈ Vt0 . We
define the following subset of Vt ∩ (Γ · z).

Θz := {y ∈ Vt ∩ (Γ · z) : y = γ · z for some γ such that γ · t0 = t}.

We first show that Γt acts transitively on Θz. Let y, y′ ∈ Θz and γ, γ′ ∈ Γ be such that
y = γ · z, y′ = γ′ · z and γ · t0 = γ′ · t0 = t. Then if we set α := γ′ · γ−1, we have

α · t = γ′ · γ−1 · t = γ′ · t0 = t,

and thus α ∈ Γt. As α · y = y′, this shows that Γt acts transitively on Θz.

For i ∈ [m], we define:

Ψi := {y ∈ Vt ∩ Vt′ : there exists γ ∈ Γ such that (t, t′) = γ · ei}

Ψi+m := {y ∈ Vt ∩ Vt′ : there exists γ ∈ Γ such that (t, t′) = γ · ei}.

We observe that if a vertex of Vt ∩ (Γ · z) does not lie in Θz, it has to lie in one of sets Ψi for
i ∈ [2m]. To see this, let y ∈ Vt ∩ (Γ · z), and γ ∈ Γ be such that y = γ · z. If y /∈ Θz, then
γ · t0 6= t. In this case the unique path in T from t to γ · t0 contains at least one edge. Let t′
be the neighbor of t on this path. As Vγ·t0 = γ ·Vt0 and z ∈ Vt0 , we have y ∈ Vt∩Vγ·t0 . Hence
as (T,V) is a tree-decomposition, y ∈ Vt ∩ Vt′ . Thus if we let i be such that (t, t′) = β · ei or
(t, t′) = β · ei for some β ∈ Γ, we obtain that y ∈ Ψi ∪ Ψi+m. This shows that Vt is covered
by the union of the sets Θz, z ∈ V (G) (there at most |V (G)/Γ| such sets), and the sets Ψi,
i ∈ [2m].

We now show that Γt acts quasi-transitively on each Ψi, i ∈ [2m]. Let i ∈ [m], y1, y2 ∈
Ψi, t1, t2 ∈ V (T ) and β1, β2 ∈ Γ such that (t, t1), (t, t2) ∈ E(T ), (t, t1) = β1 · ei and (t, t2) =
β2 · ei. We set α := β2 · β−1

1 and note that α sends the directed edge β1 · ei to β2 · ei. Let
Si be the separator of G associated to the edge-separation induced by the edge ei in (T,V).
The previous remark implies that α sends β1 · Si to β2 · Si and that α ∈ Γt. As for every
i ∈ [m], Si has size at most k, we just proved that the action of Γt on Ψi induces at most k
orbits. The case i ∈ {m+ 1, . . . , 2m} is exactly the same.

As Vt is covered by the union of the sets Θz, z ∈ V (G) (there are at most |V (G)/Γ| such
sets, and Γt acts transitively on each of these sets), and the sets Ψi, i ∈ [2m] (and the action
of Γt on each of these sets induces at most k orbits), we have |Vt/Γt| 6 2km + |V (G)/Γ|,
which implies that Γt acts quasi-transitively on G[Vt]. As (T,V) is Γ-canonical, for each
γ ∈ Γ and each edge e lying inside some adhesion set of the tree-decomposition, γ sends
e to a pair of vertices in another adhesion set of the tree-decomposition (and this pair of
vertices must thus be joined by an edge in the corresponding torso). It follows that any
automorphism γ ∈ Γt of G[Vt] is also an automorphism of the torso GJVtK. Hence, Γt also
acts quasi-transitively on GJVtK.
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4 Quasi-transitive graphs of bounded treewidth
We survey in this subsection known characterisations of locally finite quasi-transitive graphs
with bounded treewidth.

4.1 Quasi-transitive graphs of bounded pathwidth

A path-decomposition of a graph G is a tree-decomposition (P,V) of G where P is a path.
The pathwidth is the minimum width of a path-decomposition of G. As a warm-up we briefly
show the following characterisations of quasi-transitive locally finite graphs with bounded
pathwidth. Many results in the same spirit as Lemma 4.1 below can be found in the literature.

Lemma 4.1. Let G be a connected locally finite quasi-transitive graph. The following are
equivalent.

(i) G has bounded pathwidth;

(ii) there exists a subgroup Γ of Aut(G) and a Γ-canonical path-decomposition (P,V) of
bounded width of G such that Γ acts transitively on P ;

(iii) G is finite or 2-ended;

(iv) G does not contain the infinite regular tree of degree 3 as a minor.

Proof. First, observe that (ii)⇒ (i) is trivial.
We first show (i) ⇒ (iii). As a quasi-transitive graph has either 0, 1, 2 or infinitely

many ends we just need to show that quasi-transitive graphs with 1 or infinitely many ends
have unbounded pathwidth. By [Tho92, Proposition 5.6], if a quasi-transitive graph has
only one end, then this end must be thick. By [Hal65], any graph with a thick end must
contain a subgraph isomorphic to some subdivision of the hexagonal half-grid, i.e., of the
intersection of the hexagonal grid, embedded isometrically in R2, with the upper half-space
of R2. In particular, every one-ended graph has unbounded treewidth (and thus pathwidth).
It is also not hard to see that every quasi-transitive graph with infinitely many ends contains
a subdivision of the infinite regular tree of degree 3. In particular it must contain any finite
forest as a minor and thus cannot have bounded pathwidth [RS83].

Note that in fact we just proved in the previous paragraph that every graph having one
or infinitely many ends has the infinite regular tree of degree 3 as a minor, implying also
that (iv) ⇒ (iii) holds. Moreover, as the infinite regular tree of degree 3 contains all finite
trees as minors, it immediately gives the implication (i)⇒ (iv).

The proof of (iii)⇒ (ii) follows from Lemma 4.2 below. Assume that G has 2 ends as
if it is finite then the trivial path-decomposition has bounded width and is canonical. Let
γ0 ∈ Aut(G), (Y, S, Z) be given by Lemma 4.2 such that (Y, S, Z) is a proper separation of
G separating the two ends of G and such that γ0 · (S ∪ Z) ⊆ Z, and set Γ := 〈γ0〉. We let
(Yi, Si, Zi) := γi0 · (Y, S, Z) for each i ∈ Z. Then Sj ∪Zj ⊆ Zi for all i < j and (Yi, Si, Zi) also
separates the two ends of G. For all i ∈ Z, we also let Vi := V (G) \ (Yi ∪ Zi+1). Then for
each i ∈ Z, Si ∪ Si+1 ⊆ Vi, Vi+1 = γ0 · Vi and as G has two ends and bounded degree, and as
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the finite set Si ∪ Si+1 separates Vi \ (Si ∪ Si+1) from these two ends, the graph Gi := G[Vi]
is finite. Moreover, for each i ∈ Z, (Yi, Vi, Zi+1) is a proper separation of G. We let P be
the bi-infinite path with vertex set Z such that {i, (i + 1)} ∈ E(P ) for each i ∈ Z. Then
(P, (Vi)i∈Z) is a Γ-canonical path-decomposition satisfying the properties of (ii).

Lemma 4.2. Let G be a connected locally finite graph with two ends and Γ a group acting
quasi-transitively on G. Then there exists a proper separation (Y, S, Z) of finite order sepa-
rating the two ends of G and an element γ0 ∈ Γ of infinite order such that γ0 · (S ∪Z) ⊆ Z.

Proof. We let k > 1 be the minimum order of a separation (Y, S, Z) separating the two ends
of G, i.e., such that S is finite and both Y and Z contain an infinite component, and let
(Y, S, Z) be a separation of order k separating the two ends of G. As G[Z] has exactly one
infinite connected component CZ , up to considering the separation (Y ∪ (Z \CZ), S, CZ), we
may assume that G[Z] is connected. We let γ ∈ Γ be such that γ · S ⊆ Z (as Z is infinite
and G is connected Γ-quasi-transitive, such a γ exists), and set (Y ′, S ′, Z ′) := γ · (Y, S, Z).
If Z ′ ⊆ Z, we set γ0 := γ, and claim that γ0 must have infinite order, as an easy induction
shows then that γi+1

0 · (S∪Z) ⊆ γi0 ·Z for each i > 0, and that γi0 ·Z ( Z for each i > 1. If Z ′
is not included in Z, then as G[Z] is connected (and thus G[Z ′] also is) we must have Y ⊆ Z ′

and Y ′ ⊆ Z. We let γ′ ∈ Γ be such that γ′ · S ⊆ Y ′ ⊆ Z, and (Y ′′, S ′′, Z ′′) := γ′ · (Y, S, Z).
Again, if Z ′′ ⊆ Y ′, then Z ′′ ⊆ Z and we conclude as before choosing γ0 := γ′, thus we
assume that we do not have Z ′′ ⊆ Y ′. As G[Z ′′] is connected we have S ′ ⊆ Z ′′ and thus
S ′ ∪ Z ′ ⊆ Z ′′. We thus conclude by choosing γ0 := γ · γ′−1 and (Y ′, S ′, Z ′) playing the role
of (Y, S, Z), as γ0 satisfies γ0 · (S ′′ ∪Z ′′) = S ′ ∪Z ′ ⊆ Z ′′. Again, the fact that γ0 has infinite
order immediately follows.

4.2 Quasi-transitive graphs of bounded treewidth

Tree-partition width. A tree-partition decomposition of a graph G is a pair (T,V) where
T is a tree and V = (Vt)t∈V (T ) is a partition of V (G) whose parts are called bags such that for
each e ∈ E(G), the two endpoints of e lie either in a common bag or in two bags Vt, Vs such
that ts ∈ E(T ). Again, the width of (T,V) is the supremum of the values |Vt| for t ∈ V (T ),
and the tree-partition width tpw(G) of G (also called domino treewidth or strong treewidth
of G) is the minimum width of a tree-partition decomposition of G. Again, if Γ acts on
G, we say that a tree-partition decomposition is Γ-canonical if there exists an action of Γ
on T compatible with the one of G, i.e., such that every automorphism γ ∈ Γ induces an
automorphism γ ∈ Aut(T ) such that γ · Vt = Vγ·t for all t ∈ V (T ).

Quasi-transitive graphs of bounded treewidth. Without always explicitly naming
them, bounded treewidth quasi-transitive graphs have attracted a lot of attention and admit
many interesting nontrivial characterisations of different flavours. We give a list here of some
of them. Another characterisation we will mention in Chapter 2 is that finitely generated
groups admitting a Cayley graph of bounded treewidth are exactly the virtually free groups.

Theorem 4.3 (Theorem 7.4 in [HLMR22], [MS83], [Woe89], [TW93], [KL05], [Ham24]). Let
G be a connected Γ-quasi-transitive locally finite graph. Then the following are equivalent:
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(i) G has finite treewidth;

(ii) G has finite tree-partition width;

(iii) there exists a Γ-canonical tree-decomposition of G with tight edge-separations and finite
width;

(iii)′ there exists a Γ-canonical tree-decomposition (T,V) of G with finite width, connected
parts and such that E(T ) has finitely many Γ-orbits;

(iv) there exists k > 1 such that every end of G has degree at most k;

(v) all the ends of G are thin;

(vi) G is quasi-isometric to a locally finite tree.

(viii) Every locally finite graph which is quasi-isometric to G excludes a (finite) minor.

Many different proofs of some equivalences between the different items of Theorem 4.3
exist in the literature, and sometimes the proofs are only given for Cayley graphs. We give a
short roadmap on which references can be used to find proofs of these equivalences the way
we stated them. The equivalence between (i) and (ii) is proved in [KL05, Theorem 3.4] in
the more general case of bounded degree graphs, extending a well known result in the finite
case from [DO95]. The implications (iii)′ ⇒ (i), (iii) ⇒ (i) and (iv) ⇒ (v) are immediate.
The implication (iii)⇒ (iii)′ is an immediate consequence of Lemma 3.6. It is not hard to
see that if a graph has an end of degree k > 1, then it admits the k×k grid as a minor, thus
if G has ends of arbitrary large degree it has infinite treewidth, so (i) ⇒ (iv) holds. The
implication (v)⇒ (iii) follows from [HLMR22, Theorem 7.4] and a proof of the implication
(vi) ⇒ (ii) can be found for example in [Ant11, Theorem 4.7] that holds more generally
for locally finite connected graphs. To get the implication (iii) ⇒ (vi), observe that if
(T,V) is a canonical tree-decomposition of G of bounded width with tight edge-separations,
then Lemma 3.1 implies that every vertex v only appears in a finite bounded number of
bags Vt. In particular T is locally finite and quasi-transitive, and if we consider a mapping
f : V (G)→ V (T ) such that for each v ∈ V (G), v ∈ Vf(v), then it is not hard to check that f
defines a quasi-isometry between G and T . The equivalence between (vi) and (viii) is proved
in [Ham24] and generalizes a result proved for groups in [Khu23]. We also refer to [Ant11,
Theorem 4.7] for further characterisations of locally finite graphs of bounded treewidth. In
view of Theorem 4.3, a natural question is the following:

Question 4.4. If G is a locally finite quasi-transitive graph of bounded treewidth, then does
G admit a Γ-canonical tree-partition decomposition of finite width for some group Γ acting
quasi-transitively on G?

5 Planar quasi-transitive graphs
As mentioned in the introduction, the structure of planar Cayley/transitive/quasi-transitive
graphs has attracted a lot of interest. Starting with the work of Maschke [Mas96], a lot
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of work has been done in an attempt to give a precise description of planar Cayley graphs
(see Section 13.2 for the state of the art). We refer in particular to the work of Droms
[Dro06], who gave a partial answer to this question, and introduced a general method to
decompose planar Cayley graphs in terms of “simpler” planar Cayley graphs. His proof
consists in a clever application of Bass-Serre theory concepts. In this section, we will prove a
decomposition theorem for locally finite quasi-transitive planar graphs, which is reminiscent
of Droms’ result. Our approach is slightly different and mainly based on an application of
results of Hamann [Ham15, Ham18b] about the structure of cycles in locally finite planar
quasi-transitive graphs. Roughly speaking, our main result in this section states that every 3-
connected locally finite planar quasi-transitive graph admits a canonical tree-decomposition
whose edge-separations correspond to separations associated to cycles in any planar drawing
of G, and whose parts are vertex-accumulation-free planar graphs. As a consequence, we
give a proof of Corollary 5.10, which was already proved in [HLMR22, Theorem 7.6] using
the tree-amalgamation machinery. Our proof offers the advantage to be more explicit, as it
does not use as a blackbox result the fact that planar quasi-transitive locally finite graphs
are vertex-accessible.

5.1 Cycle nestedness in plane graphs

Recall that a graph G is planar if there exists an injective embedding ϕ : G → R2. We
call such a mapping ϕ a planar embedding, and the pair (G,ϕ) is called a plane graph. Let
(G,ϕ) be a plane graph. By the Jordan curve theorem, for any cycle C of G, ϕ(C) separates
R2 into two disjoint arc-connected regions, one being bounded and called the interior of
C and the other unbounded called the exterior of C. We say that two cycles C,C ′ in the
plane graph (G,ϕ) are nested if ϕ(C ′) does not intersect both the interior and the exterior
regions of C. Note that this definition is symmetric, in the sense that we can exchange the
roles of C and C ′. Intuitively, it means that ϕ(C) and ϕ(C ′) do not cross each other. If ϕ
is fixed, we let Vint(C) (respectively Vext(C)) denote the set of vertices v ∈ V (G) such that
ϕ(v) belongs to the interior (respectively exterior) of C. Then (Vint(C), V (C), Vext(C)) is
a separation of G, and if C and C ′ are nested in (G,ϕ), then (Vint(C), V (C), Vext(C)) and
(Vint(C

′), V (C ′), Vext(C
′)) are nested with respect to the definition of nestedness we gave in

Section 3. However note that the converse is not true in general as the fact that C and C ′
are nested might depend of the planar embedding of G we choose.

Recall that by Whitney’s theorem, every 3-connected planar graph admits a unique
embedding in the 2-dimensional sphere S2, up to composition with a homeomorphism of S2.
In particular if G is planar 3-connected, then for any cycles C,C ′ both the unordered pair
{Vint(C), Vext(C)} and the property for C and C ′ to be nested do not depend on the choice
of the planar embedding ϕ of G. In this case, we will then not need to precise the planar
embedding of G when talking about nestedness. Note also that if G is 3-connected, then for
any pair of cycles C,C ′ and any automorphism γ ∈ Aut(G), C and C ′ are nested if and only
if γ · C and γ · C ′ are nested.

Cycle space. We say that a set F ⊆ E(G) of edges is even if every vertex from V (G) has
even degree in the graph (V (G), F ). If we identify a cycle with it sets of edges, then the
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cycles of G are exactly the inclusionwise minimal finite nonempty sets of edges that are even.
If (C1, . . . , Ck) are cycles in G, their Z2-sum

∑k
i=1Ci is the finite subset of E(G) obtained

by keeping every edge appearing in an odd number of Ci’s. We let C(G) denote the cycle
space of G, that is the Z2-vector space consisting of Z2-sums of cycles of G. We say that a
subset E of C(G) generates C(G) if every element of C(G) can be written as a (finite) Z2-sum
of elements from E .
Remark 5.1. It is well known and not hard to check that elements from C(G) correspond
exactly to the finite even subsets of E(G).

5.2 VAP-free graphs

Given a plane graph (G,ϕ), an accumulation point is a point x ∈ R2 that contains infinitely
many vertices of G in all its neighborhoods. A planar graph G is vertex-accumulation-free
or simply VAP-free if it admits an embedding in R2 with no vertex accumulation point, or
equivalently an embedding in S2 with at most one accumulation point. Thomassen [Tho80,
Lemma 7.1] gave a proof that countable VAP-free graphs are exactly graphs admitting a
planar embedding for which no cycle contains both infinitely many vertices in its interior and
exterior regions. In the same paper [Tho80, Theorem 7.4], the author also characterizes 2-
connected VAP-free graphs as those satisfying the MacLane planarity criterion. In particular,
it implies that 2-connected VAP-free graphs are exactly graphs admitting a planar embedding
ϕ such that the set of finite facial cycles in (G,ϕ) forms a basis of the cycle space C(G).

A known result that can be deduced from [Bab97, Lemma 2.3] is that one-ended locally
finite planar graphs are VAP-free. We will show in Theorem 5.8 that locally finite VAP-free
quasi-transitive graphs form the base class of graphs from which we can inductively build all
locally finite quasi-transitive planar graphs. The following is a folklore result about VAP-free
graphs.

Proposition 5.2. If G is a locally finite connected VAP-free graph with at least two ends,
then G has bounded treewidth.

Proof. We let G be a locally finite VAP-free graph and ϕ : G → R2 be a VAP-free planar
embedding of G.

Assume that G has unbounded treewidth. Then by Theorem 4.3, G has a thick end,
thus by a recent strengthening of Halin’s grid theorem [GH24], G contains a subdivision H
of the infinite hexagonal grid as a subgraph of G. We let ω0 denote the end of H in G,
i.e., the set of rays of G that are equivalent to any ray of H. Let r be a ray in G. We will
show that r ∈ ω0, which immediately implies that G has a unique end, as desired. As G is
connected, we may assume that its first vertex belongs to V (H). Thus every vertex of r is
either in V (H) or drawn in a face of (H,ϕ|H). As ϕ is a VAP-free embedding, every facial
cycle of (H,ϕ|H) contains only finitely vertices of G in its interior region. In particular, r
intersects infinitely many times V (H) so we have r ∈ ω0.

Note that the result of Georgakopoulos and Hamann [GH24] we used in the above proof
is an improvement of Halin’s grid theorem [Hal65] which states that every locally finite graph
with a thick end has a subgraph isomorphic to some subdivision of the hexagonal half-grid.
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As the proof from [GH24] is based on the results we will present in Section 7 and on the fact
that locally finite planar quasi-transitive graphs are accessible, it is worth mentionning that
the above proof of Proposition 5.2 can be adapted to work if we only use Halin’s original
grid theorem instead.

5.3 Generating families of cycles

For every locally finite graph G and every i > 1, we letWi(G) denote the set of closed walks
of G that can be generated by the closed walks of length at most i in G (with respect to the
definition of generating we gave in Section 2). Similarly we let Ci(G) denote the subset of
C(G) of cycles that can be written as Z2-sums of cycles of length at most i.

Theorem 5.3 (Theorem 3.3 in [Ham15]). Let G be a 3-connected locally finite planar graph
and Γ be a group acting quasi-transitively on G. Then there exists a nested Γ-invariant set
of cycles generating C(G). Moreover, for any i > 0 there exists a Γ-invariant nested family
of cycles Ei of length at most i generating Ci(G).

An analogous result to Theorem 5.3 in the context of closed walks was proved in
[Ham18b, Proposition 4.3], namely for every i > 0, every 3-connected quasi-transitive locally
finite graph admits an Aut(G)-invariant nested set of cycles generatingWi(G) (with respect
to the definition of generating given in Section 2). In the same paper, the author also proved
the following result, which can be seen as a generalization of the result of [Dro06] that finitely
generated planar groups are finitely presented.

Theorem 5.4 (Theorem 7.2 in [Ham18b]). Let G be a quasi-transitive planar graph and Γ
be a group acting quasi-transitively on G. Then there exists a Γ-invariant set of cycles E
generating C(G) with finitely many Γ-orbits.

Again, Theorem 5.4 also admits a similar statement for closed walks [Ham18b, Theorem
5.12]. Despite the fact that the proof of Theorem 5.4 from [Ham18b] is based on Theorem 5.3,
the family which is constructed in Theorem 5.4 is not necessarily nested anymore. However
we will observe in Corollary 5.6 that combining Theorems 5.3 and 5.4, we can find in the
3-connected case a generating family of cycles which is both nested and has finitely many
Aut(G)-orbits. The following is a remark of Matthias Hamann (private communication).

Remark 5.5. Theorem 5.4 was stated in [Ham18b] in a more general way for Z-sums of
oriented cycles, i.e., formal sums of oriented cycles with coefficients in Z. More precisely,
if we fix an orientation A of E(G) then for each oriented cycle

−→
C given by a sequence of

oriented edges (e1, . . . , ek), we can associate a vector x in {−1, 0, 1}A with finite support
such that for each (u, v) ∈ A,

x(u,v) :=


1 if ei = (u, v), for some i ∈ [k],
−1 if ei = (v, u), for some i ∈ [k], and
0 otherwise.

In particular the two opposite orientations of a cycle correspond to opposite vectors. If−→
C is an oriented cycle, we let C ⊆ E(G) be its associated unoriented cycle. The first
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simplicial homology group H1(G) is the Z-submodule of the direct sum
⊕

A Z generated by
the (oriented) cycles of G, i.e., the set of finite sums of vectors associated to cycles of G.
To simplify notations, we identify oriented cycles of G with their associated vectors. To
show that [Ham18b, Theorem 7.2] implies Theorem 5.4 the way we stated it, observe that
if
−→
E is a family of Z-vectors associated to oriented cycles that generates H1(G), then the

associated family E := {C :
−→
C ∈

−→
E } of unoriented cycles generates the cycle space C(G)

when considering Z2-sums. For this, we let C ⊆ E(G) be a cycle and we show that C is a
Z2-sum of cycles from E . Let

−→
C be any orientation of C and x ∈ ZA be its associated vector.

Then there exist oriented cycles
−→
C1, . . . ,

−→
Ck ∈

−→
E with associated vectors x1, . . . , xk ∈ ZA

such that x =
∑k

i=1 xi. Note that there might be repetitions, i.e., the xi’s are not necessarily
distinct. We show that C equals to the Z2-sum

∑k
i=1 Ci. First, note that for each (u, v) ∈ A

such that uv /∈ C, we have x(u,v) = 0 so the arc (u, v) must appear in the same number
of xi’s as the arc (v, u) so uv appears an even number of times in the cycles (with possible
repetitions) C1, . . . , Ck and thus uv /∈

∑k
i=1Ci. Now if (u, v) ∈ C for some (u, v) ∈ A, we

must have x(u,v) ∈ {−1, 1}. Assume without loss of generality that x(u,v) = 1, the other
case being symmetric. Then (u, v) must appear exactly m + 1 times in the cycles

−→
Ci, while

(v, u) appears m times in the oriented cycles
−→
Ci for some m ∈ N. It means that uv appears

in total 2m + 1 times in the cycles Ci, showing that uv ∈
∑k

i=1Ci. We thus proved that
C =

∑k
i=1 Ci, as desired.

Again, Theorem 5.4 still holds (see [Ham18b, Theorem 5.12]) if we replace C(G) with
W(G) and consider the definition of generating family for closed walks we gave in Section 2.

We observe that in the 3-connected case, one can find a generating family E of cycles
combining both the properties of Theorems 5.3 and 5.4.

Corollary 5.6. Let G be a locally finite 3-connected planar graph and Γ be a group acting
quasi-transitively on G. Then there exists a Γ-invariant set of cycles generating C(G) which
is nested and has finitely many Γ-orbits.

An example of a family satisfying the properties of Corollary 5.6 is given in Figure 1.2
below.

Proof. We let E be a Γ-invariant family of cycles generating C(G) with finitely many Γ-orbits
given by Theorem 5.4. Then in particular there is a bound K > 0 on the size of the cycles
from E . By Theorem 5.3, there exists a nested Γ-invariant family E ′ of cycles of lenth at
most K in G generating the set CK(G). In particular, E ′ also generates the whole cycle space
C(G). As G has bounded degree, every vertex v ∈ V (G) belongs to only finitely many cycles
of size at most K. In particular, as Γ acts quasi-transitively on V (G), it implies that Γ also
acts quasi-transitively on the set of cycles of size at most K in G. Thus E ′ has finitely many
Γ-orbits and satisfies the desired properties.

5.4 Structure of locally finite quasi-transitive planar graphs

If N is a set of separations, an N -block is a maximal set X ⊆ V (G) such that for each
(Y, S, Z) ∈ N , either X ∩ Y = ∅ or X ∩ Z = ∅. If (G,ϕ) is a plane graph and E is a set of
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Figure 1.2: A 2-ended locally finite quasi-transitive 3-connected planar graph G. The set
of cycles E formed by the union of the red cycles together with the set of facial cycles of G
forms a nested Aut(G)-invariant generating family of the cycle space of G. The E-blocks are
the subgraphs obtained after taking two consecutive red cycles, together with the vertices
and edges lying between them.

cycles, then an E-block of (G,ϕ) is a set of vertices which is an N -block, where N denotes
the symmetric set of separations induced by E in (G,ϕ).

Lemma 5.7. Let (G,ϕ) be a 3-connected locally finite plane graph, Γ be a group acting
quasi-transitively on G and E be a Γ-invariant nested family of cycles G of bounded length
generating the cycle space C(G). Then for each E-block X, the family EX := {C ∈ E :
V (C) ⊆ X} generates the cycle space C(G[X]).

Proof. In this proof, we will identify every cycle of G with its even set of edges.
We let C be a cycle of C(G[X]) and C1, . . . , Ck ∈ E be such that C equals to the Z2-sum∑k

i=1Ci. Choose C1, . . . , Ck that minimize the number k of cycles from E required to write
C as a Z2-sum

∑k
i=1Ci. As X is an E-block of (G,ϕ), every cycle from EX must be facial in

the plane graph (G[X], ϕ|G[X]), and C is nested with every cycle from E . We will show that
Ci ∈ EX for all i ∈ [k], implying the desired result.

Assume for a contradiction that Ci /∈ EX for some i ∈ [k]. As cycles from E have
bounded length, by Lemma 3.8, the set N of separations induced by E ∪ {C} in (G,ϕ) has
finite intervals. We let (Y1, S1, Z1), (Y2, S2, Z2) be two separations respectively induced by C
and Ci in the plane graph (G,ϕ) be such that (Y1, S1, Z1) 6RS (Y2, S2, Z2). In particular, we
have (Y2, S2, Z2) ∈ N . As N ∪{C} is nested, 6RS induces a total order on the finitely many
separations from N sandwiched between (Y1, S1, Z1) and (Y2, S2, Z2) with respect to 6RS.
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In particular, there exists a minimal separation (Y, S, Z) ∈ N with respect to 6RS such that
(Y1, S1, Z1) 6RS (Y, S, Z) 6RS (Y2, S2, Z2). We let C∗ be the associated cycle of E such that
(Y, S, Z) is one of the two symmetric separations induced by C∗ in (G,ϕ). We claim that
C∗ ∈ EX , as if it was not the case, then we could add its vertex set to X and still have some
subset of V (G) not separated by cycles from E , and thus contradicting the fact that X is an
E-block. We now let D be the cycle associated to the maximal separation (Y ′, S ′, Z ′) ∈ E
such that (Y, S, Z) 6RS (Y ′, S ′, Z ′) 6RS (Y2, S2, Z2) and such that D ∈ EX . In particular,
by the previous observation D is facial in (G[X], ϕ|G[X]) so ϕ(Ci) must be contained in the
adhesion of the face Λ of (G[X], ϕ|G[X]) which is delimited by D. We let I ⊆ [k] be the set
of indices j ∈ [k] such that ϕ(Cj) is contained in the adhesion of Λ. In particular, i ∈ I so
I 6= ∅. As E is nested, for every j ∈ [k]\ I, ϕ(Cj) does not intersect Λ. Let C ′ be the Z2-sum∑

j∈I Cj. Note that the way we defined it, C ′ is a finite subset of edges of E(G) but not
necessarily a cycle of G.

First, note that for each uv ∈ E(G) \ E(G[X]), as uv /∈ C, it must appear in an even
number of Cj’s. In particular, as we assumed that I 6= ∅, we must have |I| > 2. Observe
that if ϕ(uv) intersects Λ then uv can only appear in cycles Cj such that j ∈ I, and its
total number of occurences among the Cj’s is even, so uv /∈ C ′. It implies that C ′ ⊆ D.
By Remark 5.1, C ′ is even so as D is a cycle, we have either C ′ = ∅ or C ′ = D. According
to whether C ′ = ∅ or C ′ = D, we consider the decomposition of C as a sum of cycles from
E obtained after either removing the sum

∑
j∈I Cj in the decomposition of C or replacing

it by the cycle D ∈ EX . In both cases it gives a decomposition of C involving at most
k − |I|+ 1 < k cycles from E , and thus contradicting the minimality of k.

We are now ready to give the main result of this subsection. This result can be seen
as a quasi-transitive version of Droms structure theorem for planar Cayley graphs [Dro06],
which states that each planar Cayley graph can be obtained inductively by gluing together
(with respect to some specific algebraic operations) planar finite or one-ended Cayley graphs
by identifying boundaries of some of their facial cycles.

Theorem 5.8. Let G be a locally finite 3-connected quasi-transitive planar graph and Γ be
a group acting quasi-transitively on G. Then there exists a Γ-canonical tree-decomposition
(T,V) of G of finite adhesion whose edge-separations correspond to separations associated
to cycles of G and whose parts are 2-connected VAP-free quasi-transitive graphs. Moreover
E(T ) has finitely many Γ-orbits.

Proof. We let E be a nested Γ-invariant family of cycles of G generating C(G) with finitely
many Γ-orbits given by Corollary 5.6. We consider the associated symmetric family N of
separations of G of the form (Vint(C), V (C), Vext(C)) and (Vext(C), V (C), Vint(C)) for each
C ∈ E . AsG is 3-connected, our previous remarks imply thatN is a Γ-invariant nested family
of separations (with respect to the definition of nestedness given in Section 3). Moreover, as
E has finitely many Γ-orbits, separations in N must have finite bounded order so Lemma 3.8
implies that N has finite intervals. We thus can apply Theorem 3.7 and find a Γ-canonical
tree-decomposition (T,V) whose edge-separations are in one-to-one correspondence with the
different edge-separations of N . In particular, each adhesion set of (T,V) admits a spanning
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cycle from N and thus is finite. As N has finitely many Γ-orbits, Γ acts quasi-transitively
on E(T ). By Lemma 3.17, every part G[Vt] of (T,V) is Γt-quasi-transitive.

As the adhesions of (T,V) are connected, each part G[Vt] must also be connected.
Moreover, note that as adhesion sets of (T,V) contain spanning cycles, then for every t ∈
V (T ), |Vt| > 3 and for any three different vertices u, v, w ∈ Vt, any path in G from u to v
avoiding w can be modified to a path in G[Vt] from u to v avoiding w. Hence each part of
(T,V) is 2-connected.

It remains to show that each part of (T,V) is VAP-free. By [CDHS11, Theorem 4.8]1,
parts of (T,V) are either “hubs”, i.e., vertex sets of cycles from E , or N -blocks (and equiva-
lently E-blocks). Hubs parts are finite and thus obviously VAP-free. Assume now that G[Vt]
is an E-block for some t ∈ V (T ). Then by Lemma 5.7, EVt generates the cycle space C(G[Vt]).
In particular, note that cycles from EVt must be facial in the plane graph (G[Vt], ϕ|G[Vt]). The
plane graph (G[Vt], ϕ|G[Vt]) is thus 2-connected and its cycle space is generated by a family
of facial walks, so by [Tho80, Theorem 7.4] it must be a VAP-free graph.

Corollary 5.9. For every locally finite 3-connected quasi-transitive planar graph G, and
every group Γ acting quasi-transitively on G, there exists a Γ-canonical tree-decomposition
(T,V) of G of finite adhesion whose parts are connected and either finite or one-ended and
such that E(T ) has finitely many Γ-orbits.

Proof. Let (T,V) be the Γ-canonical tree-decomposition of G given by Theorem 5.8. We let
{ti : i ∈ I∞} be a (finite) set of representatives of the orbits V∞(T )/Γ. For each i ∈ I∞ such
that G[Vti ] has at least 2 ends, Proposition 5.2 implies that G[Vti ] has bounded treewidth. By
Lemma 3.5, GJVtiK is quasi-isometric to G[Vti ], so by Theorem 4.3 (vi) it also has bounded
treewidth. By Theorem 4.3 (iii)′, there exists a Γti-canonical tree-decomposition (Tti ,Vti)
of GJVtiK of finite width whose parts are connected, and such that E(Tti) has finitely many
Γti-orbits. Then by Corollary 3.15 together with Remark 3.16, there exists a Γ-canonical
tree-decomposition (T ′,V ′) of G refining (T,V) whose torsos are connected with at most
one end, and whose adhesion sets are either adhesion sets of (T,V) or adhesion sets of some
(Tt,Vt). In particular, as G is locally finite quasi-transitive, every finite set is the separator of
a finite bounded number of separations, hence E(T ′) must have only finitely many Γ-orbits.
Finally, we find a tree-decomposition of G with the desired properties by applying Lemma
3.6 to (T ′,V ′).

See Figure 1.3 below for an illustration of the tree-decomposition obtained (which turns
out to be a path-decomposition in this specific example) when applying the proof with of
Theorem 5.8 with respect to the family of cycles from Figure 1.2.

For general planar quasi-transitive graphs, one gets the following

Corollary 5.10. For every connected planar locally finite graph G, and every group Γ acting
quasi-transitively on G, there exists a Γ-canonical tree-decomposition (T,V) of finite adhesion
whose parts G[Vt] are connected, either finite or one-ended planar graphs, on which Γt acts
quasi-transitively for each t ∈ V (T ), and such that E(T ) has finitely many Γ-orbits.

1Note that [CDHS11] only deals with finite graphs. However, as explained in [CHM22, Proposition 3.2],
the proof of [CDHS11, Proposition 4.8] generalizes to the infinite case when one considers nested sets of
separations having finite intervals.
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Figure 1.3: The path-decomposition of the graph from Figure 1.2 obtained after applying
theorem 3.7 to the nested family of red cycles. The red cycles form the adhesion sets of the
path-decomposition.

Proof. We first consider Tutte’s canonical tree-decomposition (T0,V0) of G given by Theorem
3.9. We let G+ be the supergraph obtained from G after adding an edge uv for each pair of
vertices u, v belonging to a common adhesion set of (T0,V0). In particular for each t ∈ V (T0),
GJVtK = G+[Vt]. As the edge-separations of (T0,V0) are tight, Lemma 3.1 implies that for
each v ∈ V (G), there is only a finite bounded number of edges tt′ ∈ E(T0) such that
v ∈ Vt ∩ Vt′ . In particular, for each v ∈ V (G), there is only a finite bounded number of
t ∈ V (T0) such that v ∈ Vt. Thus G+ is also locally finite, and as (T0,V0) is Γ-canonical, Γ
also acts quasi-transitively on G+. We will now show that G+ is planar. Note that (T0,V0)
also corresponds to Tutte’s decomposition of G+, and as every torso GJVtK of (T0,V0) is a
minor of G, every torso GJVtK is planar. By a result attributed to Erdös (see for example
[Tho80]), a countable graph is planar if and only it excludes K3,3 and K5 as minors. In
particular it implies that a countable graph is planar if and only if all its finite subgraphs are
planar, so it is enough to check that every finite subgraph of G+ is planar. As the adhesion
sets of (T0,V0) induce complete graphs in G+ and have size at most 2, note that any finite
subgraph of G+ is obtained after perfoming the following operation a finite number of times:
taking two disjoint planar graphs G1, G2 with two edges u1v1 ∈ E(G1) and u2v2 ∈ E(G2),
and gluing them by identifying u1 with u2 and v1 with v2. Note that such an operation does
preserve planarity, hence every finite subgraph of G+ must be planar and we deduce that
G+ is also planar.

Claim 5.11. If G+ admits a Γ-canonical tree-decomposition (T,V) of finite adhesion whose
parts are connected and finite or one-ended and such that E(T ) has finitely many Γ-orbits,
then G also admits a Γ-canonical tree-decomposition with the same properties.

Proof of the Claim: Note that (T,V) is also a Γ-canonical tree-decomposition of G. As
E(T0) has finitely many Γ-orbits, note that the set {d(u, v) : uv ∈ E(G+) \ E(G)} must be
bounded and thus admits a maximum, say k1 ∈ N. As E(T ) has finitely many Γ-orbits,
the set {dG(u, v) : ∃t ∈ V (T ), uv ∈ E(GJVtK) \ E(G[Vt])} is also bounded, and admits
a maximum k2 ∈ N. We set k := max(k1, k2) and let V ′ := (V ′t )t∈V (T ) be defined by
V ′t := Bk(Vt) = {v ∈ V (G) : ∃u ∈ Vt, dG(u, v) 6 k}. We claim that the proof of Lemma 3.6
still works here and implies that (T,V ′) is a Γ-canonical tree-decomposition of G+ of finite
adhesion.

As G is a subgraph of G+, (T,V ′) is also a Γ-canonical tree-decomposition of G. Finally,
note that for every t ∈ V (T ) and every uv ∈ E(G+[Vt]) \ E(G), as k > k1 there exists a
path from u to v in G[V ′t ], so the parts of (T,V ′) are connected when considered as a tree-
decomposition of G. It remains to show that G[V ′t ] has at most one end for each t ∈ V (T ).
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We will show that G[V ′t ] is quasi-isometric to G+[Vt], which immediately implies the desired
result. By Lemma 3.5, G+JVtK is quasi-isometric to G+[Vt], hence it is enough to show that
G[V ′t ] is quasi-isometric to G+JVtK.

We claim that the arguments from the proof of Lemma 3.6 can be reproduced almost
everywhere. Fix t ∈ V (T ) and let π : V ′t → Vt be such that for all v ∈ V ′t , dG(π(v), v) =
dG(Vt, v). For exactly the same reasons that in the proof of Lemma 3.6, for every u, v ∈ V ′t ,
if there exists a path of length d from u to v in G[V ′t ], then there exists a path of length at
most d+ 2k from π(u) to π(v) in GJVtK, and thus also in G+JVtK which contains GJVtK as a
subgraph, so the inequality

dG+JVtK(π(u), π(v)) 6 dG[V ′t ](u, v) + 2k

still holds. Conversely if p is a path from π(u) to π(v) in G+JVtK of length d, then
after replacing every edge of p that belong to E+(G) \E(G) by a path of length at most k1

contained in G[V ′t ] and every edge of E(G+JVtK) \ E(G+) = E(GJVtK) \ E(G) by a path of
length at most k2 in G[V ′t ], and after extending it to a path from u to v, we obtain a path
from π(u) to π(v) in G[V ′t ] of length at most kd+ 2k, showing that

dG[V ′t ](u, v) 6 k · dGJVtK(π(u), π(v)) + 2k.

Hence π defines a quasi-isometry from G+JVtK to G[V ′t ], so in particular G[V ′t ] is also
quasi-isometric to G+[Vt] and thus has at most one end. ♦

Claim 5.11 allows us to assume without loss of generality that G+ = G, i.e., that for
each t ∈ V (T0) we have GJVtK = G[Vt]. We let {ti : i ∈ I∞} be a (finite) set of representatives
of the orbits V∞(T0)/Γ. For each i ∈ I∞, as G[Vti ] is 3-connected, Corollary 5.9 implies that
there exists a Γti-canonical tree-decomposition (Tti ,Vti) of G[Vti ] with finite adhesion whose
parts are connected and have at most one end, and such that E(Tti) has finitely many Γti-
orbits. In particular, by Corollary 3.15 together with Remark 3.16, there exists a Γ-canonical
tree-decomposition (T,V) of G refining (T0,V0), whose parts are connected and either finite
or one-ended, and such that E(T ) has finitely many Γ-orbits.

5.5 Quasi-transitive graphs of bounded genus

We observe that if we consider quasi-transitive graphs, the property of being embeddable in
a surface of bounded genus is not much more general than the property of being planar. In
the finite case, Thomassen [Tho91] and Babai [Bab91] proved simultaneously that for any
genus g > 3, there exists only finitely many finite transitive graphs of genus exactly g. For
infinite graphs, the following well-known observation can be done (see for example [Lev70]).

Remark 5.12. Let G be a locally finite connected quasi-transitive graph which is embeddable
in a surface of finite genus g ∈ N. Then G must be either finite or planar. Indeed, if we
assume that G is not planar, then by Wagner’s theorem, G has a minor isomorphic to F ,
where F ∈ {K5, K3,3}. In particular, note that as F is finite, we can find a model (Mv)v∈V (F )

such that Mv is finite for each v ∈ V (F ). By quasi-transitivity of G, we can then find a
model of n ·F for arbitrary large n ∈ N, where n ·F denotes the finite graph consisting in n
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pairwise-disjoint copies of F . Then G is a connected graph with n · F as a minor, so using
for example [Mil87, Theorem 1] we deduce that it must have genus at least n.

6 Tangles and structure of 3-connected graphs
Tangles were initially introduced for finite graphs by Robertson and Seymour [RS91] and
play a fundamental role in their proof of the Graph Minor Structure Theorem. Intuitively, a
tangle T of order k is a choice for every separation (Y, S, Z) ∈ Sep<k(G) of an “orientation”
of (Y, S, Z), i.e., of one of the two symmetric separations (Y, S, Z) and (Z, S, Y ) such that
the separations of Sep<k(G) are oriented in a “consistent way”, and that they point towards
a zone of G which is “highly connected”. For example, a tangle of order 2 is exactly an
orientation of the edges of the block cut-tree (T,V) of G pointing either towards a vertex of
T , i.e., to a block, or towards an end of T , which can be thought as a block of G located
at infinity. In general, it is true that for any tree-decomposition (T,V) of G of adhesion at
most k with tight edge-separations, any tangle of order k + 1 orients the edge-separations
of (T,V) in such a way, i.e., such that the corresponding orientation of E(T ) points either
towards a node or towards an end of T .

Tangles of order k are usually presented as a dual object to tree-decompositions, in the
sense that if a graph is not well-connected, then it should admit at least one tangle of low
order, and an associated tree-decomposition with small adhesion associated to such a tangle.
A central result from [RS91] is that every (finite) graph admits a tree-decomposition (T,V)
of adhesion at most k distinguishing all its tangles of order k + 1, i.e., such that every two
tangles of order k give a different orientation of E(T ). In [CHM22] (see Theorem 6.3), the
authors extended this result to every locally finite graph and more importantly they also
proved that such a tree-decomposition (T,V) can be chosen to be canonical, extending and
unifying many already known results from [CDHS11, DK15, DHL18].

In this section, we present some basic properties of tangles, and we explain and generalize
the main ideas from [Gro16] in which the author did an extensive study of the structure of the
tangles of order 4 in finite 3-connected graphs. These results will then be used in Section 7 to
derive a general structure theorem for minor-excluded locally finite quasi-transitive graphs.
More precisely, we give in Section 6.1 the definition of tangles, together with some basic
properties, and illustrate them on a specific example in Section 6.2. The main objective
of Sections 6.3, 6.4 and 6.5 is to extend results from [Gro16] to locally finite graphs, that
we summarized in Theorem 6.26. More precisely, Theorem 6.26 implies that if G is a 3-
connected locally finite graph with a unique tangle T of order 4, then G admits a canonical
tree-decomposition (T,V) where T is a star, and all the torsos are finite, except possibly the
central torso GJVt0K. Moreover, GJVt0K admits an Aut(G)-invariant matching M ⊆ E(G)
such that the graph GJVt0K/M obtained from GJVt0K after contracting the edges of M is
quasi-4-connected. For our future applications, we will also need to prove in Section 6.6 that
if the matching M given by Theorem 6.26 is such that GJVt0K/M is planar, then GJVt0K is
also planar. Note that Sections 6 and 7 will be the only parts of the manuscript where we
use tangles.
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6.1 Tangles

Tangles. We consider here the definition of tangles used by Grohe [Gro16], which slightly
differs from the original one from Robertson Seymour [RS91]. We refer to Appendix A from
[Gro16] for a correspondence between the two definitions. A tangle of order k in a graph G
is a subset T of Sep<k(G) such that

(T 1) For all separations (Y, S, Z) ∈ Sep<k(G), either (Y, S, Z) ∈ T or (Z, S, Y ) ∈ T ;

(T 2) For all separations (Y1, S1, Z1), (Y2, S2, Z2), (Y3, S3, Z3) ∈ T , either Z1 ∩Z2 ∩Z3 6= ∅ or
there exists an edge with an endpoint in each Zi.

Note that (T 2) with (Yi, Si, Zi) = (Y, S, Z) for each i ∈ [3] implies in particular that for
every separation (Y, S, Z) ∈ T , Z 6= ∅. A tangle in G will be called a G-tangle, for brevity.
Intuitively, a G-tangle is a consistent orientation of the separations of G, pointing towards a
highly connected region ofG. More precisely, in finite graphs tangles were initially introduced
to generalize the notion of k-block. A set of vertices X ⊆ V (G) is a k-block for some k ∈ N
if |X| > k and if X is an inclusionwise maximal (k − 1)-inseparable set, i.e., for every
proper separation (Y, S, Z) ∈ Sep<k(G), we have either X ⊆ Y ∪ S or X ⊆ S ∪ Z. When
k = 2, k-blocks are simply called blocks. In general when G is finite there is a one-to-
one correspondence between the G-tangles of order 1 and the connected components of G,
between the G-tangles of order 2 and the biconnected components of G (that is the blocks
of G), and between the G-tangles of order 3 and the triconnected components of G (that is
the 2-blocks of G) [RS91, Gro16].

One direction of this correspondence still holds for general values of k. If X ⊆ V (G) is
a k-block for some k ∈ N \ {0}, then we define the subset TX of Sep<k(G) by orienting every
separation of order at most k − 1 towards X, i.e., by setting

TX := {(Y, S, Z) ∈ Sep<k : X ⊆ S ∪ Z}.
It was proved in [Gro16, Lemma 3.3] that if X is a k-block such that |X| > 3

2
· (k − 1),

then TX defines a G-tangle of order k.
In infinite graphs, one can similarly see tangles as a notion generalizing the notion of

ends: for each end ω of a graph G and every k > N\{0}, we define the G-tangle T kω of order
k induced by ω by

T kω := {(Y, S, Z) ∈ Sep<k(G) : ω lives in a component of Z}.

The proof that T kω is a tangle is an easy exercise.

Projection and lifting. One of the basic properties of tangles is that for any fixed model of
a graphH in a graphG, anyH-tangle of order k induces aG-tangle of order k. More precisely,
ifM = (Mv)v∈V (H) is a model of H in G and (Y, S, Z) is a separation of order less than k in
G, then its projection with respect to M is the separation πM(Y, S, Z) = (Y ′, S ′, Z ′) of H
of order less than k defined by Y ′ := {v ∈ V (H) : Mv ⊆ Y }, S ′ := {v ∈ V (H) : Mv ∩ S 6= ∅}
and Z ′ := {v ∈ V (H) : Mv ⊆ Z}.
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A proof of the following result can be found in [RS91, (6.1)] or in a more similar version
in [Gro16, Lemma 3.11]. Its proof immediately extends to the locally finite case.

Lemma 6.1 (Lemma 3.11 in [Gro16]). Let G be a locally finite graph. LetM = (Mv)v∈V (H)

be a model of a graph H in G and T ′ be an H-tangle of order k. Then the set

T := {(Y, S, Z) ∈ Sep<k(G) : πM(Y, S, Z) ∈ T ′}

is a G-tangle of order k, called the lifting of T ′ in G with respect toM.

Remark 6.2. Assume thatM is a faithful model of H in G with the property that for each
(Y ′, S ′, Z ′) ∈ Sep<k(H), there exists some (Y, S, Z) ∈ Sep<k(G) such that πM(Y, S, Z) =
(Y ′, S ′, Z ′) and S ′ = S. Then the function that maps every tangle of order k in H to its
lifting in G with respect toM is injective: if T ′1 6= T ′2 are two distinct tangles of order k in
H, then there exists some (Y ′, S ′, Z ′) ∈ T ′1 such that (Z ′, S ′, Y ′) ∈ T ′2 . In particular if we
consider (Y, S, Z) ∈ Sep<k(G) such that πM(Y, S, Z) = (Y ′, S ′, Z ′), we have (Y, S, Z) ∈ T1

and (Z, S, Y ) ∈ T2, where for each i ∈ {1, 2}, Ti denotes the lifting of T ′i with respect toM.
It then follows that T1 6= T2, as desired. Note that if (T,V) is a tree-decomposition with
finitely bounded adhesion and t ∈ V (T ) is such that GJVtK is a faithful minor of G, then any
faithful modelM of GJVtK has the property we just described.

If M = (Mv)v∈V (H) is a model of H in G, and T is a tangle of G, then T ′ :=
{πM(Y, S, Z) : (Y, S, Z) ∈ T } is called the projection of T . Note that T ′ is not a tan-
gle in general. Projecting is the converse operation of lifting in the sense that if M is
faithful, and T and T ′ are tangles of G and H, then T is the lifting of T ′ if and only if T ′
is the projection of T .

We now define a partial order 6G over the set of separations of a graph G by letting for
every two separations (Y, S, Z), (Y ′, S ′, Z ′), (Y, S, Z) 6G (Y ′, S ′, Z ′) if and only if Y ′ ( Y
or (Y = Y ′ and S ⊆ S ′). This order slightly differs from the more conventional order 6RS

defined in Section 3, and used in the literature, and is defined in [Gro16, Subsection 3.2].
We will keep using the order 6G in this section (and only in this section), in order to stay
consistent with Grohe’s results.

Region and evasive tangles. A partially ordered set (X,<) is said to be well-founded
if every strictly decreasing sequence of elements of X is finite. In particular, if (X,<) is
well-founded then for every x ∈ X, there exists y ∈ X which is minimal with respect to <
and such that y 6 x. In the remainder of the manuscript, whenever we consider a minimal
separation or a well-founded family of separations, we always implicitly refer to the partial
order 6G defined above.

We will distinguish two types of tangles in infinite graphs:

• the region tangles, defined as those which are well-founded (with respect to the order
6G), and

• the evasive tangles, which contain some infinite decreasing sequence of separations
(with respect to the order 6G).
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The tangles we consider in this work will always have order at most 4. Note that if G
is 3-connected, an evasive tangle T of order 4 is exactly a tangle T 4

ω induced by an end ω of
degree 3. On the other hand, a region tangle is either a tangle of order 4 induced by some
end ω of degree at least 4, or a tangle which is not induced by an end. For example, one
can check that both graphs in Figure 1.1 have a unique tangle of order 4 which is the tangle
induced by their unique end (which is thick), and this tangle is a region tangle in both cases.
In particular, for the right graph of Figure 1.1, as it is 4-connected, this tangle is trivial, and
only contains separations of the form (∅, S, V (G) \ S), for sets S of size at most 3.

Distinguishing tangles in a canonical way. We say that a separation (Y, S, Z) dis-
tinguishes two tangles T , T ′ if (Y, S, Z) ∈ T and (Z, S, Y ) ∈ T ′, or vice versa. We say
that (Y, S, Z) distinguishes T and T ′ efficiently if there is no separation of smaller order
distinguishing T and T ′. A tree-decomposition (T,V) distinguishes a set of tangles A if for
every two distinct tangles T , T ′ ∈ A there exists an edge-separation of (T,V) distinguishing
T and T ′. A separation is called relevant with respect to A if it distinguishes at least two
tangles of A. A tree-decomposition is nice (with respect to A) if all its edge-separations are
relevant (with respect to A).

We will need the following result, which extends a central result from [RS91] in the finite
case, and which is a canonical version of one of the main results of the grid-minor series in
the locally finite case. We will only use it with k = 4, but we nevertheless state the result in
its most general form.

Theorem 6.3 (Theorem 7.3 in [CHM22]). Let k > 1 and let G be a locally finite graph.
Then there exists a canonical tree-decomposition (T,V) of G that efficiently distinguishes the
set Ak of tangles of order at most k and that is nice with respect to Ak.

Remark 6.4. The fact that (T,V) is nice in Theorem 6.3 is not explicit in the original
statement, however it directly follows from the proof. Moreover, the proof also ensures that
the edge-separations of (T,V) are pairwise distinct.

6.2 An example

We give here an example of a one-ended graph that excludes some minor and has infinitely
many region tangles of order 4. We show how to distinguish them on this example with a
canonical tree-decomposition. As the application of Theorem 6.3 allowing to distinguish all
tangles of order 4 will be the very first step of our proof of Theorems 7.1, 7.2 in the next
subsection, this example may also be useful to have some intuition on it.

We consider the infinite graph G (a finite section of which is illustrated in Figure 1.4),
which is obtained from the infinite triangular grid by adding in each triangular face f =
v1v2v3 three vertices {w1, w2, w3} inducing a K3,3 with the vertices of the triangle, and
another vertex z connected to each of the wi’s. G has two types of tangles of order 4: one
is the tangle T 4

ω induced by the unique end ω of G, and all the others are the tangles T 4
f

pointing towards each face f = v1v2v3 of the triangular grid; more precisely, T 4
f has the

same set of separations as T 4
ω except for (V (G) \A, {v1, v2, v3}, {w1, w2, w3, z}) ∈ T 4

f , where
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v1

v2v3

w1

w2w3

z

v1

v2v3

Figure 1.4: A useful example.

A := {v1, v2, v3, w1, w2, w3, z}. Note that with respect to our definition, all the tangles of
order 4 of G are region tangles. We represented with red arrows the two separations of
T 4
f that are minimal with respect to the order 6G but which are not minimal separations

of T kω (for one fixed face f). The three red arrows crossing the red triangle correspond to
the minimal separation (V (G) \A, {v1, v2, v3}, {w1, w2, w3, z}) of T 4

f that points towards the
triangular face v1v2v3, while the three arrows directed away from z correspond to the minimal
separation ({z}, {w1, w2, w3}, {v1, v2, v3}∪ (V (G)\A)) of T 4

f . The tree-decomposition (T,V)
of Theorem 6.3 distinguishing all the tangles of order 4 is such that T is a star with center
t0 ∈ V (T ) such that GJVt0K is the infinite planar triangular grid. Then T has one vertex
tf for each face f = v1v2v3 of GJVt0K and the bag Vtf is finite and contains the 7 vertices
{v1, v2, v3, w1, w2, w3, z} associated to f . Note that such a tree-decomposition enjoys the
properties of Theorems 7.1 and 7.2. However, this is not always the case and we need in
general to decompose further some torsos of the tree-decomposition given by Theorem 6.3
in order to obtain such a decomposition.

6.3 Tangles of order 4: orthogonality and crossing-lemma

Torsos of sets We give an alternate definition of torsos in a graph, which we will use in
the remainder of this section (and only in this section). For any graph G and X ⊆ V (G), we
denote by GJXK the graph with vertex set X whose edge set consists of all the pairs uv such
that uv ∈ E(G) or there exists a connected component C of G−X such that {u, v} ⊆ N(C).
In other words, u and v are adjacent in GJXK if and only if there exists some path from u
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to v in G which intersects X only in its endpoints. The graphs GJXK are called the torsos
of G. If (T,V) is a tree-decomposition of G with tight edge-separations, then note that the
torsos GJVtK coincide exactly with the definition of torsos of a tree-decomposition we gave
in Section 3. To prevent any ambiguity between the two definitions, we will ensure that in
this section, the tree-decompositions we consider always have tight edge-separations.

Degenerate separations. In this section we introduce some notions from [Gro16] and
briefly explain how to extend them in the locally finite case. Unless specified otherwise, we
assume in the whole section that the graphs we consider are locally finite and 3-connected.

A separation (Y, S, Z) ∈ Sep<4(G) is said to be degenerate if

• (Y, S, Z) has order 3,

• G[S] is an independent set, and

• |Y | = 1.
The following result from [Gro16] immediately generalizes to locally finite graphs.

Lemma 6.5 (Lemma 4.13 and Remark 4.14 in [Gro16]). Let G be a locally finite 3-connected
graph, and (Y, S, Z) be a proper separation of order 3. Then GJZ ∪ SK is a faithful minor of
G if and only if (Y, S, Z) is non-degenerate.

We say that the edge-separations of a tree-decomposition (T,V) are non-degenerate if
for every e ∈ E(T ), none of the two edge-separations associated to e are degenerate.

Lemma 6.6. Let G be a locally finite 3-connected graph and let (T,V), with V = (Vt)t∈V (T ),
be a tree-decomposition of G whose edge-separations have order 3 and are non-degenerate.
Then GJVtK is a faithful minor of G for each t ∈ V (T ).

Proof. Let t ∈ V (T ), and t′ be a neighbor of t in T . Let (Yt′ , St′ , Zt′) be the edge-separation
of G associated to the (oriented) edge (t′, t) ∈ E(T ), that is St′ = Vt∩Vt′ , Vt′ ⊆ Yt′ ∪St′ , and
Vt ⊆ Zt′ ∪ St′ . By Lemma 6.5, there is a faithful model (M t′

v )v∈(Zt′∪St′ ) of GJZt′ ∪ St′K in G.
As (M t′

v )v∈(Zt′∪St′ ) is faithful and as (Yt′ , St′ , Zt′) is a separation, the only edges of GJZt′∪St′K
that are not edges of G must be between pairs of vertices of St′ , so up to removing vertices
from the sets M t′

v , we may assume that every M t′
v has size 1, except possibly when v ∈ St′ ,

in which case the only vertices distinct from v that M t′
v can have must lie in Yt′ . For every

v ∈ Vt, we let:
Mv :=

⋃
t′∈V (T ),
tt′∈E(T )

M t′

v .

We show that (Mv)v∈Vt is a faithful model ofGJVtK inG. As (T,V) is a tree-decomposition,
for every two distinct neighbors t′, t′′ of t in T , Yt′∩Yt′′ = ∅ so we must haveM t′

v ∩M t′′
v = {v}

and M t′
v ∩M t′′

u = ∅ for each distinct vertices u, v ∈ Vt. As (M t′
v )v∈(Zt′∪St′ ) is a model, we have

M t′
u ∩M t′

v = ∅ for each u 6= v ∈ Vt. It follows that Mu ∩Mv = ∅ for each distinct u, v ∈ Vt.
Now if uv ∈ E(GJVtK) and uv /∈ E(G), there must exist some edge-separation (Yt′ , St′ , Zt′)
such that u, v ∈ St′ and there exists a path from u to v in G[St′ ∪ Yt′ ]. In particular, there
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must exist u′ ∈ M t′
u and v′ ∈ M t′

v such that u′v′ ∈ E(G). As u′ ∈ Mu and v′ ∈ Mv, we
proved that (Mv)v∈Vt is a faithful model of GJVtK in G.

For every tangle T of a graph G, we denote by Tmin its set of minimal separations (here
and in the remainder, minimality of separations is always with respect to the partial order
6G defined above). If T has order 4, then we let Tnd be its set of non-degenerate minimal
separations.
Remark 6.7. Let G be locally finite, let T be a G-tangle of order 4, and let (Y, S, Z) be a
degenerate separation of G. Then (Y, S, Z) ∈ T . This is a direct consequence of [Gro16,
Lemma 3.3], which states that if T is a tangle of order k then for every separation (Y, S, Z)
of order k − 1 such that |Y ∪ S| 6 3

2
(k − 1) we have (Y, S, Z) ∈ T .

For every tangle T of order 4, we let:

XT :=
⋂

(Y,S,Z)∈T ,
(Y,S,Z) is non-degenerate

(Z ∪ S).

Note that if T is an evasive tangle, then XT is empty. In this case, and because G is
3-connected there exists a unique end ω of degree 3 such that for any finite subset S of T ,
the end ω lies in ⋂

(Y,S,Z)∈S,
(Y,S,Z) is non-degenerate

(Z ∪ S).

Remark 6.8. If (Y, S, Z), (Y ′, S ′, Z ′) ∈ T are such that (Y ′, S ′, Z ′) 6G (Y, S, Z) and (Y, S, Z)
is non-degenerate, then it is easy to see that (Y ′, S ′, Z ′) is also non-degenerate (recall that G
is 3-connected). Also if T is a region tangle, for every (Y, S, Z) ∈ T , there exists a separation
(Y ′, S ′, Z ′) ∈ Tmin such that (Y ′, S ′, Z ′) 6G (Y, S, Z). These observations imply that if T is
a region tangle of order 4 and G is 3-connected and locally finite, then:

XT =
⋂

(Y,S,Z)∈Tnd

(Z ∪ S).

Crossing and orthogonal separations. Two separations (Y1, S1, Z1), (Y2, S2, Z2) are or-
thogonal if (Y1 ∪ S1) ∩ (Y2 ∪ S2) ⊆ S1 ∩ S2 (see Figure 1.5a). A set N of separations is said
to be orthogonal if its separations are pairwise orthogonal. One can easily show that the set
of minimal separations of a (region) tangle of order at most 3 is orthogonal. This does not
hold for tangles of order 4, but Grohe [Gro16] proved that for tangles of order 4, minimal
separations can only cross in a restricted way. Two separations (Y1, S1, Z1) and (Y2, S2, Z2)
are crossing if Y1 ∩ Y2 = S1 ∩ S2 = ∅ and there is an edge s1s2 ∈ E(G), with S1 ∩ Y2 = {s1}
and S2 ∩ Y1 = {s2} (see Figure 1.5b). In this case, we call s1s2 the crossedge of (Y1, S1, Z1)
and (Y2, S2, Z2). We denote by E×nd(T ) the set of crossedges of Tnd. Lemma 4.16 from [Gro16]
generalizes to region tangles of order 4 of locally finite graphs:

Lemma 6.9 (Lemma 4.16 and Corollary 4.20 in [Gro16]). Let G be a locally finite 3-connected
graph. Let T be a region G-tangle of order 4. Then every two distinct minimal separations
of T are either crossing or orthogonal. Moreover, E×nd(T ) forms a matching in G.
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Y1 S1 Z1

Y2

S2

Z2

(a) Orthogonal separations

Y1 S1 Z1

Y2

S2

Z2

(b) Crossing separations

Figure 1.5: Interaction between minimal separations. The white zones represent empty sets
while the grey represent potentially non-empty sets.

In [Gro16], orthogonal sets of separations are presented as the nice case, as they allow to
efficiently find quasi-4-connected regions. We show that, up to some additional assumptions,
this observation still holds in the locally finite case. We recall that for a tangle T of order
4, Tnd denotes its set of minimal non-degenerate separations.

Lemma 6.10. Let G be a locally finite 3-connected graph. Let T be a region G-tangle of
order 4. Assume that Tnd is orthogonal. Then XT 6= ∅ and the torso GJXT K has size 3 or is
a quasi-4-connected minor of G.

Proof. If every separation of order 3 in G is degenerate, then G is quasi-4-connected and all
the separations of Tnd are non-proper. It follows that G = GJXT K and the desired properties
hold.

Assume now that G has a proper non-degenerate separation (Y, S, Z) of order 3. As T
is a region tangle, there is a separation (Y ′, S ′, Z ′) ∈ Tmin such that (Y ′, S ′, Z ′) 6G (Y, S, Z).
As observed in Remark 6.8, (Y ′, S ′, Z ′) ∈ Tnd. We claim that S ′ ⊆ XT so XT 6= ∅: let
(Y0, S0, Z0) ∈ Tnd \ {(Y ′, S ′, Z ′)}. As (Y0, S0, Z0) and (Y ′, S ′, Z ′) are orthogonal, we must
have: S ′∩Y0 = ∅ so S ′ ⊆ Z0∪S0. As T is a region tangle, the equality XT =

⋂
(Y,S,Z)∈Tnd

(Z∪
S) holds, and thus we proved that S ′ ⊆ XT , and so XT 6= ∅. Moreover, as G is 3-connected,
the separations of Tmin have order 3 so |XT | > |S ′| > 3.

We now assume that |XT | > 4 and show that GJXT K is quasi-4-connected. Since G is
3-connected and |XT | > 4, GJXT K is 3-connected (any proper separation of order at most
2 in GJXT K would induce a proper separation of order at most 2 in G). If |XT | = 4, then
GJXT K is clearly also quasi-4-connected so we can assume that |XT | > 5. Suppose that
GJXT K is not 4-connected and let (Y0, S0, Z0) be a proper separation of GJXT K of order
at most 3. We will prove that |Y0| = 1 or |Z0| = 1, which will immediately imply that
GJXT K is quasi-4-connected. We let Y1 be the union of all connected components of G− S0

that intersect Y0 or have a neighbor in Y0. Let S1 := S0 and Z1 := V (G) \ (S0 ∪ Y1). By
definition of the torso GJXT K, (Y1, S1, Z1) is a proper separation of order at most 3 in G,
hence we must have |S0| = 3 as G is 3-connected. Assume first that (Y1, S1, Z1) ∈ T . If
(Y1, S1, Z1) is non-degenerate, then XT ∩ Y0 ⊆ XT ∩ Y1 = ∅ by definition of XT . It follows
that Y0 = ∅, which contradicts the assumption that (Y0, S0, Z0) is proper. If (Y1, S1, Z1) is
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degenerate, then |Y0| 6 |Y1| = 1 so as (Y0, S0, Z0) is proper we must have |Y0| = 1. The case
(Z1, S1, Z1) ∈ T is symmetric. Hence we proved that every separation (Y, S, Z) of GJXT K of
order at most 3 satisfies |Y | 6 1 or |Z| 6 1 so we are done.

Finally the fact that GJXT K is a minor of G easily follows from Lemma 6.6: we consider
the tree-decomposition (T,V) where T is a star with a central vertex z0 and one edge z0zi
for each (Yi, Si, Zi) ∈ Tnd. We let Vz0 := XT and Vzi := Yi ∪ Si for each (Yi, Si, Zi) ∈ Tnd.
The fact that (T,V) is a tree-decomposition follows from the orthogonality of Tnd. Hence by
Lemma 6.6, GJXT K is a minor of G.

Whenever Tnd is not orthogonal, Lemma 6.10 does not hold anymore and if we want to
obtain a canonical tree-decomposition, we will need to consider a larger set, whose torso is
not necessarily quasi-4-connected, but can be defined uniquely from the structural properties
of T , which will ensure that the resulting decomposition is canonical. For every region tangle
T of order 4 we let:

RT :=

 ⋃
(Y,S,Z)∈Tnd

S

 ∪
 ⋂

(Y,S,Z)∈Tnd

Z

 .

The set RT corresponds to the set called R(0) in [Gro16, Section 4.5]. Note that we always
have XT ⊆ RT and that equality holds when Tnd is orthogonal. To illustrate the definition
of RT , it is helpful to go back to the graph G on Figure 1.1 (left). Then G has a unique
tangle T of order 4, the set Tnd is the set of separations (Y, S, Z) of order 3 where Y is a
triangular face of G, S = N(Y ) and Z = V (G) \ (Y ∪ S). Hence on this example, the set of
crossedges E×nd(G) is the set of edges joining two triangular faces, and RT = V (G).

While the proof of the following result was originally written for finite graphs, it imme-
diately generalizes to locally finite graphs.

Lemma 6.11 (Lemma 4.32 in [Gro16]). If G is a locally finite 3-connected graph and if T
is a region tangle of order 4 in G, then GJRT K is a faithful minor of G.

For each (Y, S, Z) ∈ Tnd, the fence fc(S) of S in G is the union of

• the subset of vertices of S that are not the endpoint of some crossedge of T , and

• the subset of vertices s′ such that ss′ is a crossedge of T and s ∈ S.
In particular, as the crossedges form a matching in G (Lemma 6.9), |fc(S)| = |S| = 3 for
each (Y, S, Z) ∈ Tnd. A consequence of Lemma 6.9 is the following:

Lemma 6.12. Let G be a locally finite 3-connected graph and T be a region G-tangle of
order 4. Then G has a tree-decomposition (T,V) of adhesion 3 where V = (Vt)t∈V (T ) and T
is a star with central vertex z0 such that Vz0 = RT . If moreover, T is the unique G-tangle of
order 4, then (T,V) is canonical and every bag except possibly Vz0 is finite.

Proof. We let:

V (T ) := {z0} ∪ {zC : C connected component of G−RT }
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where we choose the zC ’s to be pairwise distinct nodes. We let T be the star with vertex set
V (T ) and central vertex z0, and we define V = (Vt)t∈V (T ) by setting Vz0 := RT , and for each
connected component C of G − RT : VzC := C ∪ N(C). It is not hard to check that (T,V)
is a tree-decomposition of G. By [Gro16, Lemma 4.31] (whose proof extends to the locally
finite case), for each component C of G − RT there exists a unique separator S such that
(Y, S, Z) ∈ Tnd for some separation (Y, S, Z), N(C) = fc(S) and C ⊆ Y . This implies that
(T,V) has adhesion 3, so in particular its edge-separations are tight.

We now prove the second part of Lemma 6.12 and assume that T is the unique tangle
of order 4 of G. Then T is Aut(G)-invariant, and (T,V) is clearly canonical. If some VzC is
infinite for some zC 6= z0, then as G is locally finite, G[VzC ] has at least one infinite connected
component, and hence there exists some end ω living in G[VzC ]. In particular, ω induces
some G-tangle Tω of order 4. We let (Y, S, Z) ∈ Tnd be the separation given by [Gro16,
Lemma 4.31] such that N(C) = fc(S) and C ⊆ Y . Then (Y, S, Z) distinguishes Tω from T ,
which contradicts the uniqueness of T in G.

Note that in the non-orthogonal case, the tree-decomposition from Lemma 6.12 is not
the same as the one from [Gro16], as the torso GJRT K associated to the center of the star
might not be quasi-4-connected. However, we will prove in Section 6.6 that GJRT K still
enjoys the same useful properties as a quasi-transitive quasi-4-connected graph. We note
that the crucial ingredient that allows us to obtain a canonical tree-decomposition in the
second part of Lemma 6.12 (contrary to Grohe’s decomposition) is the assumption that T is
the unique G-tangle of order 4. In particular, one of the most important steps in the proof of
the results from Section 7 will be a reduction to the case where graphs have a single tangle
of order 4.

6.4 Contracting a single crossedge

In what follows, we let G be a locally finite 3-connected graph, and T be a region tangle of
order 4 in G. Recall that by Lemma 6.9 the set E×nd(T ) of the crossedges forms a matching.
We will see that contracting a crossedge results in a 3-connected graph G′ that has a tangle
T ′ of order 4 induced by T [Gro16, Subsection 4.5]. More precisely, T ′ contains as a subset
the projection of T with respect to the minor G′ of G. We give here an overview of the
lemmas stated in [Gro16, Subsection 4.5] which all hold when G is locally finite instead of
finite, by using the exact same proofs. The only additional property that we need in the
locally finite case is that T ′ is still a region tangle, which is proved in Lemma 6.16 below.

In the remainder of this subsection, we let (Y1, S1, Z1) and (Y2, S2, Z2) be two crossing
separations of Tnd with crossedge s1s2. Contracting s1s2 consists in deleting s1 and s2 and
adding a new vertex s′ whose neighborhood is equal to NG(s1)∪NG(s2)\{s1, s2}. We denote
by G′ the graph obtained after contracting s1s2. The projection (referred to as contraction
in [Gro16]) of a set X of vertices of G is defined as

X∨ :=

{
X if X ∩ {s1, s2} = ∅
X \ {s1, s2} ∪ {s′} if X ∩ {s1, s2} 6= ∅.
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Given a set X ′ of vertices of G′, the expansion X ′∧ of X ′ is defined as

X ′∧ :=

{
X ′ if s′ /∈ X ′
X ′ \ {s′} ∪ {s1, s2} if s′ ∈ X ′.

Observe that for all X ′ ⊆ V (G′), we have (X ′∧)
∨ = X ′ and for all X ⊆ V (G), we

have X ⊆ (X∨)∧ (where the inclusion might be strict). We also define for every (Y, S, Z) ∈
Sep<4(G):

(Y, S, Z)∨ :=

{
(Y ∨ \ {s′}, S∨, Z∨ \ {s′}) if S ∩ {s1, s2} 6= ∅
(Y ∨, S∨, Z∨) if S ∩ {s1, s2} = ∅.

Note that (Y, S, Z)∨ is exactly the projection πM(Y, S, Z) with respect to the model
M = ({v}∧)v∈V (G′) of G′ in G.

In the context of finite graphs, [Gro16] proves the following lemmas that extend directly
to the locally finite case:

Lemma 6.13 (Corollary 4.24 in [Gro16]). The graph G′ resulting from the contraction of
s1s2 is 3-connected.

Lemma 6.14 (Lemmas 4.26 and 4.27 in [Gro16]). There exists a tangle T ′ of order 4 in G′
containing the projection of T with respect to the modelM = ({v}∧)v∈V (G′).

Note that the projection of T with respect to M is exactly the set {(Y, S, Z)∨ :
(Y, S, Z) ∈ T }. In the remainder of this subsection, we let T ′ be the tangle given by
Lemma 6.14. In [Gro16], the author gives an explicit definition of T ′, but for the sake of
clarity we only summarize here the properties of T ′ that will be of interest for our purposes.

Note that the inclusion {(Y, S, Z)∨ : (Y, S, Z) ∈ T } ⊆ T ′ is strict in general, as some
separations from Sep<4(G′) might not be projections of separations from Sep<4(G). The next
lemma intuitively states that every separation of T ′ is close to an element from {(Y, S, Z)∨ :
(Y, S, Z) ∈ T } ⊆ T ′.

Lemma 6.15 (Definition of T ′ and Lemmas 4.23 and 4.25 in [Gro16]). For every separation
(Y ′, S ′, Z ′) ∈ T ′ such that s′ ∈ S ′ and G′[Z ′] is connected, there exists a separation (Y, S, Z) ∈
T such that S∨ = S ′ and Z \ S∨ = Z \ {s1, s2} = Z ′.

As Lemma 6.15 is not exactly stated this way in [Gro16], we briefly sketch how to
obtain it. If (Y ′, S ′, Z ′) ∈ T ′ is such that s′ ∈ S ′, then by [Gro16, Lemma 4.25] there
exists a (unique) connected component C of G \ S ′∨ such that the separations (Y ′′, S ′′, Z ′′)
of T ′ such that S ′′ = S ′ are exactly the ones such that C ⊆ Z ′′, and for which every
separation (Y, S, Z) ∈ T such that S∨ = S ′ satisfies C ⊆ Z. [Gro16, Lemmas 4.23, 4.25]
and the fact that T is a tangle ensure the existence of a separation (Y, S, Z) ∈ T such
that S∨ = S ′ and C = Z \ {s1, s2} = Z \ S. In particular by Lemma 6.14 the projection
(Y, S, Z)∨ = (Y \ S ′, S ′, C) is in T ′ so if we assume that G′[Z ′] is connected, the choice of C
imposes C ⊆ Z ′, thus Z ′ = C. It implies that (Y, S, Z) satisfies the property described in
Lemma 6.15.
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Lemma 6.16. T ′ is a region tangle.

Proof. Assume for the sake of contradiction that T ′ contains an infinite strictly decreasing
sequence of separations (Y ′n, S

′
n, Z

′
n)n∈N. By Corollary 6.13, G′ is 3-connected, so the only

possible non-proper separation (Yn, Sn, Zn) is for n = 0, thus we may assume that all the
separations (Yn, Sn, Zn) are tight. By Lemma 3.1, there are finitely many integers n for which
s′ ∈ S ′n. Up to extracting an infinite subsequence, one can assume that for all n, either s′ ∈ Y ′n
or s′ ∈ Z ′n. If there exists N such that s′ ∈ Y ′N then for all n > N we must have s′ ∈ Yn by
definition of 6G. Up to extracting another infinite subsequence, we can assume that either
s′ ∈ Y ′n for all n or s′ ∈ Z ′n for all n. As a result, and because T ′ contains the projection of
T with respect toM, ((Y ′n)∧, S

′
n, (Z

′
n)∧)n∈N is an infinite decreasing sequence of separations

of order 3 in T , contradicting the fact that T is well-founded.

We conclude this subsection with the following result relating the degeneracy of minimal
separations in G and G′. Its proof is the same as the proof of [Gro16, Lemma 4.28], which
directly translates to the locally finite case. To be more precise, we also need the additional
assumption that T ′ is a region tangle to make the proof work, which is given by Lemma
6.16.

Lemma 6.17 (Lemma 4.28 and Corollary 4.29 in [Gro16]). Either G′ is 4-connected and
T ′min = {(∅, ∅, V (G′))}, or

T ′min = {(Y, S, Z)∨ : (Y, S, Z) ∈ Tmin and S∨ is a separator of G′}.

In the latter case, for all (Y, S, Z) ∈ Tmin, (Y, S, Z) is non-degenerate if and only if
(Y, S, Z)∨ is non-degenerate. Moreover, E×nd(T ′) = E×nd(T ) \ {s1s2}.

6.5 Contracting all the crossedges

In the previous subsection we studied the consequences of contracting a single crossedge in
G. However, in our application we will need to contract all crossedges of E×nd(T ) (which
form a matching in G). We now study how this affects G.

Before going further, we will need to introduce some notation, extending the notation
from [Gro16] to the infinite case. For convenience we write M := E×nd(T ) (and recall that
M is a matching in G). For every subset L ⊆ M of crossedges, we let G\L/ be the graph
obtained from G after contracting each edge uv ∈ L into a new vertex su,v. Note that the
order in which the edges are contracted is irrelevant in the definition of G\L/.

We denote L = M \L. In this section we will also often use the notation L−L′ instead
of L \ L′, to avoid any possible confusion when reading superscripts (for instance we will
write G\L−L′/ instead of G\L\L′/).

For every L ⊆M , for every vertex x ∈ V (G), we let

x\L/ :=

{
x if x ∈ X \ V (L)
su,v if x is the endpoint of a crossedge uv ∈ L.

For every subset X ⊆ V (G) of vertices, we let X\L/ := {x\L/ : x ∈ X} be the projection
of X to G\L/.
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Remark 6.18. Note that for every disjoint subsetsK,L ⊂M and for allX ∈ V (G), X\K∪L/ =
(X\L/)\K/ = (X\K/)\L/.

For every X ′ ⊆ V (G\M/) and L ⊆ M , let X ′/L\ denote the maximal set X ⊆ V (G\L/)

such thatX\L/ = X ′. In other wordsX ′/L\ is the set of vertices obtained after “uncontracting”
the edges of L in X. Note that with the notation introduced above we have G = G\∅/. Given
a separation (Y, S, Z) of G, we define

(Y, S, Z)\L/ :=
(
Y \L/ \ S\L/, S\L/, Z\L/ \ S\L/

)
.

Note that when L = {s1s2} consists of a single edge, we recover the notions of the
previous subsection; with our previous notation this gives: x\L/ = x∨, X\L/ = X∨ and
(Y, S, Z)\L/ = (Y, S, Z)∨.

For each finite subset of crossedges L ⊆ M , and every enumeration (e1, . . . , e`) of the
edges of L, we let T \(e1,...,e`)/ denote the tangle of G\L/ obtained after iteratively applying
Lemma 6.14 to the graphs G0 := G,G1, . . . , G` with Gi := G\{e1,...,ei}/ for each i ∈ [`].

Lemma 6.19 (Lemma 4.30 (5) in [Gro16]). For every enumeration (e1, . . . , e`) of a finite
set L ⊆M of crossedges and every permutation σ of [`], T \(e1,...,e`)/ = T \(eσ(1),...,eσ(`))/.

In the remainder of the subsection, for every finite subset L ⊆ M , we will denote with
T \L/ the unique tangle associated to any enumeration of L given by Lemma 6.19.

Intuitively when G is finite, one of the main properties of T \L/ is that separations of
T \L/nd are in correspondence with separations of Tnd, and that the only crossing pairs between
elements of T \L/ correspond to pairs which were already crossing in T . Thus after each
contraction, we reduce the number of crossedges, hence when L = M , the family T \L/nd must
be orthogonal and we can apply results from the previous subsections to the graph G\L/. We
now show formally how to extend the relevant proofs of [Gro16] to the locally finite case.

In [Gro16], the author proved that if G is finite and 3-connected, for every L ⊆M , the
graph G\L/ is 3-connected and that T \L/ is a tangle of order 4 induced by T in G\L/. Using
the results from the previous subsection, this immediately extends to G\L/ and T \L/ when
G is locally finite and L is finite, by induction on the size of L.

Theorem 6.20 (Generalization of Lemma 4.30 in [Gro16]). Let L ⊆ M be a finite set of
crossedges. Then we have

1. G\L/ is 3-connected.

2. T \L/ is a region tangle of order 4 of G\L/ such that

T \L/min = {(Y, S, Z)\L/ : (Y, S, Z) ∈ Tmin such that S\L/ is a separator of G\L/}

or
T \L/min = {(∅, ∅, V (G′))}

if L = M is finite and G\L/ is 4-connected.

3. E×nd(T \L/) = E×nd(T ) \ L.
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4. T \L/ contains the projection {(Y, S, Z)\L/ : (Y, S, Z) ∈ T } of T with respect to the
modelM = ({v}/L\)v∈V (G\L/).

We will now extend Theorem 6.20 to the case where L ⊆ M is infinite. Given a set
X ⊆ V (G\M/), we denote by M(X) ⊆M the subset of edges of G contracted to a vertex in
X.

Lemma 6.21. The graph G\M/ is 3-connected.

Proof. Assume for the sake of contradiction that G\M/ has a separator S of order at most
2. Then the set L := M(S) has size at most 2 and S is a separator of order 2 of G\L/. This
contradicts Theorem 6.20.

We now let L ⊆ M be any (not necessarily finite) subset of crossedges and give a
general definition of T \L/ extending the previous one. For every (Y ′, S ′, Z ′) ∈ Sep<4(G\L/),
we let L′ := M(S ′). Note that L′ is finite, and that (Y ′

/L\, S
′, Z ′

/L\) is a separation of order
at most 3 in G\L

′/. We define T \L/ as the family of separations (Y ′, S ′, Z ′) of G\L/ such
that (Y ′

/L\, S
′, Z ′

/L\) ∈ T
\L′/. Note that when L is finite, (Y ′, S ′, Z ′) = (Y ′

/L\, S
′, Z ′

/L\)
\L−L′/

and thus iterative applications of Lemma 6.14 together with Lemma 6.19 imply that our
definition of T \L/ coincides with the one we gave above for finite subsets L ⊆M .

Thanks to Remark 6.18, for all L ⊆ M , T \M/ = (T \L/)\L/ and G\M/ = (G\L/)\L/. We
say that a set X ⊆ V (G) hits the edges of L once if for all e ∈ L, |X ∩ e| = 1.

Lemma 6.22. T \M/ is a region tangle of order 4 in G\M/ such that {(Y, S, Z)\M/ : (Y, S, Z) ∈
T } ⊆ T \M/.

Proof. We first prove that T \M/ is a tangle of order 4. To prove (T 1), let (Y ′, S ′, Z ′) ∈
Sep<4(G\M/) and L := M(S ′). Then L has size at most 3, so by Theorem 6.20, T \L/ is a
region tangle of order 4 of G\L/. As (Y, S, Z) := (Y ′

/L\, S
′, Z ′

/L\) is a separation of order 3
of G\L/ and T \L/ is a tangle of order 4, either (Y, S, Z) ∈ T \L/ or (Z, S, Y ) ∈ T \L/. By
definition of T \M/ we then have either (Z ′, S ′, Y ′) ∈ T \M/ or (Y ′, S ′, Z ′) ∈ T \M/, implying
that T \M/ satisfies (T 1).

To prove (T 2), let (Y ′1 , S
′
1, Z

′
1), (Y ′2 , S

′
2, Z

′
2), (Y ′3 , S

′
3, Z

′
3) ∈ T \M/. Let L := M(S ′1 ∪ S ′2 ∪

S ′3). Once again L is finite with size at most 9 and for all i ∈ {1, 2, 3}, (Yi, Si, Zi) :=
((Y ′i )/L\, S

′
i, (Z

′
i)/L\) is a separation of order 3 of G\L/.

Claim 6.23. For every i ∈ {1, 2, 3}, (Yi, Si, Zi) ∈ T \L/.

Proof of the Claim: Assume that i = 1, the other cases being symmetric. We let L1 :=
M(S ′1). Then by definition of T \M/, (Y ′′1 , S

′′
1 , Z

′′
1 ) := ((Y ′1)/L1\, S

′
1, (Z

′
1)/L1\) ∈ T

\L1/. Our
goal is to show that (Y1, S1, Z1) = (Y ′′1 , S

′′
1 , Z

′′
1 )\L−L1/. As both L and L1 are finite and

L1 ⊆ L, iterative applications of Lemmas 6.14 and Lemma 6.19 imply T \L/ must contain
the projection of T \L1/ with respect to the model M = ({v}/(L\L1)\)v∈V (G)\L/ . Thus if we
succeed to prove that

(Y1, S1, Z1) = (Y ′′1 , S
′′
1 , Z

′′
1 )\L−L1/, (1.1)

we immediately obtain that (Y1, S1, Z1) ∈ T \L/, which concludes the claim.
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To prove that (1.1) holds, note first that every edge of M is contracted in G\M/ so in
particular it has its endpoints in exactly one of the three sets (Y ′1)/M\, (S

′
1)/M\ and (Z ′1)/M\.

In particular by definition of L1, the edges of L1 are all disjoint from (Y ′1)/M\ and thus
(Y ′1)/M\ = (Y ′1)/L1\. This implies that Y1 = (Y ′1)/L\ = ((Y ′1)/L1\)

\L−L1/ = (Y ′′1 )\L−L1/. As S ′1
is disjoint from Y ′1 in G\M/, it is also disjoint from Y1 in G\L/ so we have Y1 = (Y ′′1 )\(L\L1)/\S ′′1 .
Symmetric arguments give Z1 = (Z ′′1 )\L−L1/ \ S ′′1 , and as S ′′1 = S ′1 = S1, we get the desired
equality. ♦

By Theorem 6.20, T \L/ is a region tangle of order 4 so Claim 6.23 implies that either
Z1 ∩ Z2 ∩ Z3 6= ∅ or there exists an edge of G\L/ with both endpoints in Z1 ∪ Z2 ∪ Z3. If
Z1 ∩ Z2 ∩ Z3 6= ∅, then Z ′1 ∩ Z ′2 ∩ Z ′3 = (Z1 ∩ Z2 ∩ Z3)\L/ 6= ∅. Otherwise, there is an edge
e ∈ E(G\L/) that has an endpoint in each Zi, in which case, either Z ′1∩Z ′2∩Z ′3 6= ∅ if e ∈ L,
or e\L/ is an edge of G\M/ which has an endpoint in each Z ′i. This proves (T 2) and shows
that T \M/ is a tangle of order 4.

We now prove the inclusion {(Y, S, Z)\M/ : (Y, S, Z) ∈ T } ⊆ T \M/. Let (Y, S, Z) ∈ T
and L := M(S). By Theorem 6.20 (4), (Y, S, Z)\L/ ∈ T \L/. Write (Y ′, S ′, Z ′) = (Y, S, Z)\M/

and note that (Y ′
/L\, S

′, Z ′
/L\) = (Y, S, Z)\L/, thus by definition of T \M/, (Y, S, Z)\M/ ∈ T \M/.

We now prove that T \M/ is a well-founded set. For the sake of contradiction, let
((Y ′n, S

′
n, Z

′
n))n∈N be an infinite decreasing sequence of separations of T \M/. The contra-

diction will follow from the next claim

Claim 6.24. There exists an infinite decreasing sequence ((Y ′′n , S
′′
n, Z

′′
n))n∈N in T \M/ such

that for each n > 0, (Y ′′n , S
′′
n, Z

′′
n) = (Yn, Sn, Zn)\M/ for some (Yn, Sn, Zn) ∈ T .

Proof of the Claim: By Lemma 3.1 and because G\M/ is 3-connected, for any n ∈ N, there are
finitely many separations (Y ′m, S

′
m, Z

′
m) such that S ′n ∩ S ′m 6= ∅. Therefore, up to considering

a subsequence, we can assume that for all n, S ′n ⊆ Y ′n+1 and S ′n+1 ⊆ Z ′n. In particular, as
by Lemma 6.21 G\M/ is 3-connected, S ′n+1 is included in some connected component Cn of
G\M/[Z ′n]. Then we have

(Y ′n+1, S
′
n+1, Z

′
n+1) 6G (V (G\M/) \ (S ′n ∪ Cn), S ′n, Cn) 6G (Y ′n, S

′
n, Z

′
n),

implying that (V (G\M/) \ (S ′n ∪ Cn), S ′n, Cn) ∈ T \M/. Hence we may also assume up to
replacing (Y ′n, S

′
n, Z

′
n) with (V (G\M/) \ (S ′n ∪ Cn), S ′n, Cn) that for each n > 0, G\M/[Z ′n] is

connected.
For each n > 0, we let Ln := M(S ′n). Connectedness of G\M/[Z ′n] then implies that

G\Ln/[(Z ′n)/Ln\] is connected. Observe that |Ln| 6 3 successive applications of Lemma
6.15 imply that there exists some separation (Yn, Sn, Zn) ∈ T such that S\Ln/n = S ′n and
Zn \ ((S ′n)/Ln\) = (Z ′n)/Ln\. We let (Y ′′n , S

′′
n, Z

′′
n) := (Yn, Sn, Zn)\M/. By Theorem 6.20 (4),

(Yn, Sn, Zn)\Ln/ ∈ T \Ln/. Moreover,

(Yn, Sn, Zn)\Ln/ = ((Y ′′n )/Ln\, S
′′
n, (Z

′′
n)/Ln\),

thus by definition of T \M/, we have (Y ′′n , S
′′
n, Z

′′
n) = ((Yn, Sn, Zn)\Ln/)\Ln/ ∈ T \M/.
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Note that S ′′n = S
\M/
n = S

\Ln/
n = S ′n and

Z ′′n = Z\M/
n \ S ′n = (Zn \ ((S ′n)/Ln\))

\Ln/ = ((Z ′n)/Ln\)
\Ln/ = Z ′n.

We thus deduce that (Y ′n, S
′
n, Z

′
n) = (Y ′′n , S

′′
n, Z

′′
n), so ((Y ′n, S

′
n, Z

′
n))n∈N is an infinite decreasing

sequence in T \M/ satisfying the desired properties. ♦

It remains to show how to derive a contradiction from Claim 6.24. For this let ((Y ′′n , S
′′
n, Z

′′
n))n∈N

and ((Yn, Sn, Zn))n∈N be as in Claim 6.24. Again, up to considering a subsequence, we
can assume that for all n, S ′′n ⊆ Y ′′n+1 and S ′′n+1 ⊆ Z ′′n. As S ′′n ∩ S ′′n+1 = ∅, the sep-
arators Sn and Sn+1 cannot contain two vertices of a common crossedge of M . Thus,
(S ′′n)/M\ ⊆ Yn+1 and (S ′′n+1)/M\ ⊆ Zn and hence (Yn+1, Sn+1, Zn+1) <G (Yn, Sn, Zn). This
proves that ((Yn, Sn, Zn))n∈N is an infinite decreasing sequence of separations of G with
respect to T , contradicting the fact that T is a region tangle.

Lemma 6.25. Either G\M/ is 4-connected and T \M/
min = {(∅, ∅, V (G)\M/)} or

T \M/
min = {(Y, S, Z)\M/ : (Y, S, Z) ∈ Tmin such that S\M/ is a separator of G\M/}.

Finally, we have E×nd(G\M/) = ∅.

Proof. Assume that G\M/ is not 4-connected. We first prove the direct inclusion. Let
(Y ′, S ′, Z ′) ∈ T \M/

min , L := M(S ′) and (Y0, S0, Z0) := (Y ′
/L\, S

′, Z ′
/L\). Then by definition

of T \M/, (Y0, S0, Z0) ∈ T \L/. We prove that (Y0, S0, Z0) is a minimal element of T \L/.
Assume for a contradiction that there exists (Y1, S1, Z1) <G (Y0, S0, Z0) in T \L/. Then
(Y1, S1, Z1)\L/ 6G (Y0, S0, Z0)\L/ = (Y ′, S ′, Z ′) and (Y1, S1, Z1)\L/ 6= (Y ′, S ′, Z ′) because
L ∩ S ′ = ∅. Moreover, by Theorem 6.20 (2), we may assume that (Y ′1 , S

′
1, Z

′
1) is minimal

and that (Y1, S1, Z1) = (Y ′1 , S
′
1, Z

′
1)\L/ for some (Y ′1 , S

′
1, Z

′
1) ∈ T . Thus as (Y1, S1, Z1)\L/ =

((Y ′1 , S
′
1, Z

′
1)\L/)\L/ = (Y ′1 , S

′
1, Z

′
1)\M/, we must have (Y1, S1, Z1) ∈ T \M/, contradicting the

minimality of (Y0, S0, Z0) in T \L/. Hence (Y ′, S ′, Z ′) = (Y0, S0, Z0)\L/ for some (Y0, S0, Z0) ∈
T \L/min . Again we can apply Theorem 6.20 and write (Y0, S0, Z0) = (Y, S, Z)\L/ for some
(Y, S, Z) ∈ Tmin. Thus we have:

(Y ′, S ′, Z ′) = ((Y, S, Z)\L/)\L/ = (Y, S, Z)\M/,

so we are done with the direct inclusion.
Conversely, let (Y1, S1, Z1) ∈ Tmin such that S\M/

1 is a separator of G\M/. Note that by
the previous inclusion and because T \M/ is a region tangle, it is enough to prove that for
any (Y2, S2, Z2) ∈ T such that (Y2, S2, Z2)\M/ 6G (Y1, S1, Z1)\M/, we have (Y2, S2, Z2)\M/ =
(Y1, S1, Z1)\M/. Let (Y2, S2, Z2) ∈ T such that (Y2, S2, Z2)\M/ 6G (Y1, S1, Z1)\M/, L :=
M(S1 ∪ S2) and L := M \ L. For i ∈ {1, 2}, the edges in L are either contained in Yi or in
Zi. Note that for each i and L ⊆M :

S
\L/
i ∪ (Z

\L/
i \ S\L/i ) = (Zi ∪ Si)\L/

and
S
\L/
i ∪ (Y

\L/
i \ S\L/i ) = (Yi ∪ Si)\L/.
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Thus as (Y1, S1, Z1)\M/ 6G (Y2, S2, Z2)\M/, we have (S1 ∪ Z1)\M/ ⊆ (S2 ∪ Z2)\M/. By
the previous remark that no edge of L is contained in Zi, this implies that (S1 ∪ Z1)\L/ ⊆
(S2∪Z2)\L/. Likewise (S1∪Y1)\L/ ⊆ (S2∪Y2)\L/. As a result, (Y1, S1, Z1)\L/ � (Y2, S2, Z2)\L/.
By Theorem 6.20 (2), (Y1, S1, Z1)\L/ ∈ T \L/min , thus we have (Y1, S1, Z1)\L/ = (Y2, S2, Z2)\L/

and (Y1, S1, Z1)\M/ = (Y2, S2, Z2)\M/, showing that (Y1, S1, Z1)\M/ ∈ T \M/
min .

We now prove that E×nd(G\M/) = ∅. Assume that there are two crossing non-degenerate
minimal 3-separations (Y ′′1 , S

′′
1 , Z

′′
1 ) and (Y ′′2 , S

′′
2 , Z

′′
2 ) in T \M/, let L = M(S ′′1 ∪ S ′′2 ). For

i ∈ {1, 2}, all crossedges of G\L/ lie in Y ′′i or in Z ′′i , hence (Y ′i , S
′
i, Z

′
i) = ((Y ′′i )/L\, S

′′
i , (Z

′′
i )/L\)

is the only 3-separation of Sep<4(G\L/) such that (Y ′i , S
′
i, Z

′
i)
\L/ = (Y ′′i , S

′′
i , Z

′′
i ). Since

(Y ′′i , S
′′
i , Z

′′
i ) ∈ T \M/

min , from what we just proved, we must have (Y ′i , S
′
i, Z

′
i) ∈ T

\M/
min . Note that

the separations (Y ′i , S
′
i, Z

′
i) are non-degenerate in G\L/. Furthermore, as L = M(S ′′1 ∪ S ′′2 ),

(Y ′1 , S
′
1, Z

′
1) and (Y ′2 , S

′
2, Z

′
2) must be also crossing in G\L/, but this contradicts E×nd(T \L/) =

E×nd(T ) \ L (third item of Theorem 6.20).

For each L ⊆ M , we let R\L/ := R
\L/
T . Note that for each L ⊆ M , (RT \L/)/L\ = RT .

Thus together with Lemma 6.10, this immediately gives the following, which is the locally
finite extension of one of the main results from [Gro16]:

Theorem 6.26. Let G be a locally finite 3-connected graph, and let T be a region tangle of
order 4 in G. Let M := E×nd(T ) be the set of crossedges between non-degenerate minimal
separations of T . Then the graph G\M/JR\M/K is a quasi-4-connected minor of G.

In order to obtain a proof of Theorem 3.10 in the locally finite case, one can either reuse
the arguments from [Gro16, Section 5] (without canonicity), or equivalently adapt our proof
from Section 7.4, which basically consists in applying first Theorem 6.3 and then refining the
obtained tree-decomposition by decomposing further any infinite torso using Theorem 6.26.

6.6 Planarity after uncontracting crossedges

In general, if G\M/JR\M/K is quasi-4-connected, then GJRT K may not be quasi-4-connected
anymore. To circumvent this and find a quasi-4-connected region in G, it is proved in [Gro16]
that for every subset X ′ of RT obtained by deleting one endpoint of each edge of M , the
graph GJX ′K is isomorphic to G\M/JR\M/K. However we cannot choose such a subset X ′
canonically in general, as illustrated in Example 3.11. Despite the fact that uncontracting
the edges of M does not preserve the quasi-4-connectivity of torsos, we now prove that at
least planarity is preserved by this operation.

Proposition 6.27. If G\M/JR\M/K is planar, then so is GJRT K.

This is obtained by combining the following two lemmas:

Lemma 6.28. For every subset L ⊆M , we denote L := M \L. Assume that for every finite
subset L ⊆M , G\L/JR\L/T K is planar. Then GJRT K is also planar.
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Proof. Assume for the sake of contradiction that G enjoys the properties described above but
that GJRT K is not planar. Then by Wagner’s theorem [Wag37], GJRT K admits F as a minor,
for some F ∈ {K5, K3,3}. Note that we can find a model (Vv)v∈V (F ) of F such that each set
Vv is finite. Then X :=

⋃
v∈V (F ) Vv is a finite subset of V (G) and as G is locally finite, there

are only finitely many edges inM
(
X\M/

)
(recall that for each subset X ′ ⊆ V (G\M/),M(X ′)

is the set of crossedges of M that contract to a vertex in X ′). We let L := M
(
X\M/

)
denote

this finite set of edges and note that the sets Vv are also subsets of V (G\L/). It follows that
(Vv)v∈V (F ) is also a model of F in G\L/JR\L/K, a contradiction.

Lemma 6.29 (Planar contraction of a single crossedge). Let G be locally finite and 3-
connected, and T be a region tangle of order 4 in G. Let (Y1, S1, Z1) and (Y2, S2, Z2) be two
minimal non-degenerate crossing separations of T . Let s1s2 be the corresponding crossedge
and G′ be the graph obtained from G after contracting s1s2. Let (Y ′i , S

′
i, Z

′
i) := (Yi, Si, Zi)

∨

be the projection of (Yi, Si, Zi) to G′ for each i ∈ {1, 2}. Let R := RT ⊆ V (G) and R′ := R∨.
If G′JR′K is planar, then so is GJRK.

Proof. We let H := GJRK and H ′ := G′JR′K and for i ∈ {1, 2}, we write Si = {si, ti, ri}
such that s1s2 is the crossedge between (Y1, S1, Z1) and (Y2, S2, Z2). Since (Y1, S1, Z1) and
(Y2, S2, Z2) are crossing, the edge s1s2 belongs to E(G[R]) ⊆ E(H). Note that in particular
we have 6 = |S1 ∪ S2| 6 |R|.

Claim 6.30. The neighborhood of s1 in H is:

NH(s1) = {s2} ∪ (fc(S2) \ {s1}),

and fc(S2) is a triangle in H.

Proof of the Claim: Note that by definition of the torso, the projection (Yi∩R, Si∩R,Zi∩R)
of (Yi, Si, Zi) to H is a separation of H. Hence the only possible neighbors of s1 in H must
lie in (R ∩ Z1 ∩ Y2) ∪ {t2, r2} (see Figure 1.5b).

Note that as G is 3-connected, H must also be 3-connected: this comes from the fact
that |V (H)| > 6 and from the observation that any separator S ⊆ R = V (H) of H is also a
separator of G. Thus in particular every vertex of H has degree at least 3.

Then, as |{s2}∪ (fc(S2)\{s1})| = 3, it is enough to prove that NH(s1) ⊆ {s2}∪ (fc(S2)\
{s1}) as equality will be immediately implied as dH(s1) > 3. For this we let t ∈ NH(s1)\{s2}.
We distinguish two cases:

• If t ∈ S2, then without loss of generality let t = t2. First note that if t is not an
endpoint of some crossedge then t ∈ S2∩ fc(S2) and there is nothing to prove. Thus we
assume that there exists a crossedge t2s3 incident to t2 for some s3 and we prove that
this case implies a contradiction, which will imply the desired inclusion. As t2 6= s2

and E×nd(T ) is a matching, we have s3 6= s1 and there exists (Y3, S3, Z3) ∈ Tnd that
crosses (Y2, S2, Z2) via the crossedge t2s3. As (Y1, S1, Z1) and (Y2, S2, Z2) cross, we have
s1 ∈ Y2. As (Y2, S2, Z2) and (Y3, S3, Z3) cross, we have t2 ∈ Y3 and S3 \ {s3} ⊆ Z2. As
we assumed that s1t2 ∈ E(H), s1 6= s3 and as t2 ∈ Y3, we must have s1 ∈ Y3∪(S3\{s3}).
This implies a contradiction as Y2 ∩ Y3 = ∅ and Y2 ∩ (S3 \ {s3}) = ∅.



6. TANGLES AND STRUCTURE OF 3-CONNECTED GRAPHS 55

• If t /∈ S2, then we must have: t ∈ R∩Y2∩Z1 and by definition of R, as t /∈
⋂

(Y,S,Z)∈Tnd
Z,

this means that t ∈ S3 for some (Y3, S3, Z3) ∈ Tnd \ {(Y1, S1, Z1), (Y2, S2, Z2)}. By
Lemma 6.9, (Y2, S2, Z2) and (Y3, S3, Z3) are either orthogonal or crossing. If we were
in the former case, then we should have S3∩Y2 = ∅, which is impossible as t ∈ S3∩Y2.
Hence (Y2, S2, Z2) and (Y3, S3, Z3) are crossing, and if s3 denotes the endpoint of the
crossedge between S2 and S3, as S3 ∩ Y2 = {s3} we must have t = s3 so we are done as
s3 ∈ fc(S2) \ {s1}.
The fact that fc(S2) forms a clique follows from [Gro16, Lemma 4.33]. ♦

Note that by symmetry, Claim 6.30 also implies that we have NH(s2) = {s1}∪ (fc(S1) \
{s2}) and that fc(S1) is a clique.

s2 t2 r2

s1

t1

r1

s3

Y1 S1 Z1

Y2

S2

Z2

S3

s′ t2 r2

t1

r1

s3

Y ′1 S ′1 Z1

Y ′2

S ′2

Z2

S3

Figure 1.6: Left: The graph G when S2 is incident to exactly 2 crossedges. Here t2 is part of
no crossedge and S2 and S3 are crossing via the crossedge r2s3. Hence, fc(S2) = {s1, t2, s3}.
Right: The graph G′ obtained after contracting the crossedge s1s2. The dashed edges are
edges that appear in H and H ′ respectively. The situation is identical when S2 is incident
to 3 crossedges, but harder to illustrate in 2 dimensions.

Recall that by Wagner’s theorem [Wag37], a graph is planar if and only if it is K5 and
K3,3-minor free. Hence, it is enough to prove that if H contains K5 or K3,3 as a minor, then
so does H ′. We write fc(Si) = {s3−i, ui, vi} for i ∈ {1, 2}, and we recall that the vertex of
H ′ resulting from the contraction of s1 and s2 is denoted by s′.

Claim 6.31. If H contains a K5-minor, then so does H ′.

Proof of the Claim: Let (V1, . . . V5) be a model of K5 in H. Let V ′1 , . . . V ′5 be the projection
of the sets Vi to H ′. If s1 and s2 are in the same set Vi, then (V ′1 , . . . V

′
5) is also a model of

K5 in H ′, so we can assume that the vertices s1 and s2 belong to distinct sets Vi, say s1 ∈ V1

and s2 ∈ V2. As by Claim 6.30, s1 has degree 3 in H, we have V1 6= {s1}, so V1 contains
one neighbor of s1 distinct of s2, say u2. Since u2 and v2 are adjacent in H, the edge u2s

′

in H ′ has an endpoint in V ′1 \ {s′} and an endpoint in V ′2 . Moreover as u2v2 ∈ E(H ′), the
set V ′1 \ {s′} is connected in H ′. Thus (V ′1 \ {s′}, V ′2 , V ′3 , V ′4 , V ′5) is a model of K5 in H ′, as
desired. ♦

Claim 6.32. If H contains a K3,3-minor, then H ′ contains a K3,3-minor or a K5-minor.
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Proof of the Claim: Let (V1, . . . V6) be a model of K3,3 in H, such that Vi is adjacent to Vj
if i and j have different parities. Let V ′1 , . . . V ′6 be their projection to H ′. If s1 and s2 are in
the same set Vi, then (V ′1 , . . . V

′
6) is also a model of K3,3 in H ′, so we can assume that the

vertices s1 and s2 belong to distinct sets Vi, say s1 ∈ V1 and s2 /∈ V1.
If u2 ∈ V1, then the edges s′u2 and u2v2 in H ′ ensure that V ′1 \ {s′} remains connected

and that (V ′1 \ {s′}, V ′2 , . . . V ′6) is a model of K3,3 in H ′. Thus we can assume that u2 /∈ V1

and similarly v2 /∈ V1. Since V1 is connected, we must have V1 = {s1}.
As s1 has degree three and V1 is adjacent to V2, V4 and V6, this implies that s2, u2 and

v2 must belong to different sets V2i, say s2 ∈ V2, u2 ∈ V4 and v2 ∈ V6. By applying the same
reasoning as for s2, we obtain V2 = {s2}, u1 ∈ V3 and v1 ∈ V5. But then ({s′}, V ′3 , V ′4 , V ′5 , V ′6)
is a model of K5 in H ′. ♦

This concludes the proof of Lemma 6.29.

Proof of Proposition 6.27. Assume that G\M/JR\M/K is planar and for every L ⊆ M , set
L := M \ L. Then, using Lemma 6.29, we can easily prove by induction on |L| ∈ N that for
any finite set L ⊆ M , G\L/JR\L/T K is planar. In order to be able to use induction, we also
need to observe that for the contraction of a single crossedge, the equality RT ′ = R∨T holds.
This is proved in [Gro16, Section 4.5] and can be deduced from item (2) of Theorem 6.20.
We thus conclude by Lemma 6.28 that GJRT K is also planar.

7 Quasi-transitive graphs excluding a minor
In this section, we prove a general structure theorem for locally finite quasi-transitive graphs
avoiding some countable graph as a minor. We will then see in Section 8 a number of
applications of this result. We start by giving some motivation and context.

7.1 Introduction

A central result in modern graph theory is the Graph Minor Structure Theorem of Robertson
and Seymour [RS03], extended to infinite graphs by Kříž and Thomas [KT90]. This theorem
states that any graph G avoiding a fixed finite minor has a tree-decomposition, such that each
torso is close to being embeddable on a surface of bounded genus. A result of the same type
was also proved by Diestel and Thomas [DT99] for graphs excluding a countable graph as a
minor. However the tree-decompositions given by these results are not canonical in general,
and thus as we saw in the previous subsections, when applied to a quasi-transitive graph we
cannot expect their torsos to be still quasi-transitive in general. In this section, we prove a
canonical version of the Graph Structure Theorem for locally finite quasi-transitive graphs
that exclude a minor. The additional hypothesis of quasi-transitivity has the advantage
of making the structure theorem much cleaner: instead of being almost embeddable on
a surface of bounded genus, each torso of the tree-decomposition is now simply finite or
planar. Intuitively, this is not very surprising as we already observed (see Remark 5.12) that
every quasi-transitive graph embeddable in a surface of bounded genus must be either finite
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or planar, thus if some canonical version of the graph minor structure theorem existed, it
should satisfy the properties of Theorem 7.1.

Theorem 7.1 (see Theorem 7.3). Every locally finite quasi-transitive graph avoiding the
countable clique as a minor has a canonical tree-decomposition of finite adhesion whose
torsos are finite or planar.

The tree-decomposition in Theorem 7.1 will be obtained by refining the tree-
decomposition obtained in the following more detailed version of the result, which might
be useful for applications.

Theorem 7.2 (see Theorem 7.5). Every locally finite quasi-transitive graph G avoiding the
countable clique as a minor has a canonical tree-decomposition with adhesion at most 3 in
which each torso is a minor of G, and is planar or has bounded treewidth.

Interestingly, the proof does not use the original structure theorem of Robertson and
Seymour [RS03] (which is a deep result proved in a series of 16 papers) or its extension
to infinite graphs by Kříž and Thomas [KT90]. Instead, we rely mainly on the series of
results and tools of Grohe [Gro16] we presented in Section 6, together with a result of
Thomassen [Tho92] on locally finite quasi-4-connected graphs. Our proof also crucially
relies on a recent result of Carmesin, Hamann, and Miraftab [CHM22], which shows that
there exists a canonical tree-decomposition that distinguishes all tangles of a given order (in
our case, of order 4).

We already mentioned the result of Thomassen [Tho92, Proposition 5.6] that if a locally
finite quasi-transitive graph has only one end, then this end must be thick. At some point
of our proof, we also need to show the stronger result (see Proposition 7.9), of independent
interest, that for any k > 1, a locally finite quasi-transitive graph cannot have only one end
of degree k.

Overview of the proof of Theorems 7.1 and 7.2. Consider a locally finite quasi-
transitive graph G that excludes the countable clique K∞ as a minor. Thomassen [Tho92]
proved that if G is quasi-4-connected, then G is planar or has finite treewidth (see Corollary
7.8), which implies Theorem 7.2 in this case, with a trivial tree-decomposition consisting of
a single node.

To deal with the more general case, the general strategy is the same that in Section 5,
in the sense that we show the existence of a canonical tree-decomposition of G whose torsos
are minors of G (and thus still K∞-minor free) and connected enough to apply Thomassen’s
result on them. We refine Tutte’s decomposition using the results from 6. However, as
illustrated by Example 3.11, one cannot hope to find a version of Theorem 3.10 where we
furthermore ask the decomposition to be canonical. We instead show that we can find
a canonical tree-decomposition of G whose torsos are minors of G and “look like quasi-4-
connected” graphs.

For this, we proceed in two steps. First, we use Theorem 6.3 to find a canonical tree-
decomposition of any 3-connected graph G that distinguishes all its tangles of order 4. Using
this result, we show that we can assume that the graph under consideration admits a unique
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tangle T of order 4. We then show using results from Section 6 that G has a canonical tree-
decomposition of adhesion 3 which is a star and whose torsos are all minors of G and finite,
except for the torso H associated to the center of the star, which has the following property:
there exists a matching M ⊆ E(H) which is invariant under the action of the automorphism
group of G and such that the graph H ′ := H/M obtained after the contraction of the edges of
M is quasi-transitive, locally finite, and quasi-4-connected. In particular, the aforementioned
result of Thomassen [Tho92] then implies that H ′ is planar or has bounded treewidth. Using
Proposition 6.27 we then observe that even if H itself is not necessarily quasi-4-connected, it
is still planar or has bounded treewidth, which is enough to conclude the proof of Theorem
7.2. The final step to prove Theorem 7.1 consists in refining the tree-decomposition by
decomposing again the torsos of infinite treewidth using the canonical decompositions given
Theorem 4.3 (iii).

If we apply our proof to the left graph H from Example 3.11, then we will simply obtain
the trivial tree-decomposition with a single planar part. More precisely, on this example, G
has a single tangle of order 4, namely the one induced by its unique end so the canonical
tree-decomposition given by Theorem 6.3 is the trivial tree-decomposition, with a single
torso H := G. Then, the aforementioned Aut(H)-invariant matching M given by Section
6 is exactly the set of edges with endpoints in two different triangles, so in particular the
graph H ′ := H/M obtained after contracting each edge of M corresponds exactly the the
right graph from Example 3.11, and is thus planar 4-connected.

Related work. We mentioned in Section 3 that Carmesin and Kurkofka [CK23] recently
worked on decompositions of 3-connected graphs with an approach that differs from the one of
Grohe. They obtained a canonical decomposition (which is not exactly a tree-decomposition
of G) into basic pieces consisting in quasi-4-connected graphs, wheels or thickenings of K3,m

for m > 0. In particular, it could be possible to apply their methods instead of those from
Section 6 to get another decomposition theorem similar to Theorem 7.1. However it is not
clear to us whether this work amounts to consider again the Aut(G)-invariant matching from
Section 6, or if it could lead to another proof based on completely different ideas.

7.2 Structure of K∞-minor free quasi-transitive graphs

Our main result in this section is the following more precise version of Theorem 7.1.

Theorem 7.3. Let G be a locally finite graph excluding K∞ as a minor and let Γ be a
group with a quasi-transitive action on G. Then there is an integer k such that G admits a
Γ-canonical tree-decomposition (T,V) of finite adhesion, with V = (Vt)t∈V (T ), whose torsos
GJVtK either have size at most k or are Γt-quasi-transitive 3-connected planar minors of G.
Moreover, the edge-separations of (T,V) are tight.

Remark 7.4. A natural question is whether we can bound the maximum size k of a finite bag
in Theorem 7.3 by a function of the forbidden minor, when G excludes some finite minor
instead of the countable clique K∞. By taking the free product of the cyclic groups Zk
and Z, with their natural sets of generators, we obtain a 4-regular Cayley graph consisting
of cycles of length k arranged in a tree-like way (see Chapter 2 for a definition of Cayley
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graphs). This graph has no K4 minor, but in any canonical tree-decomposition, each cycle
Ck has to be entirely contained in a bag, and thus there is no bound on the size of a bag as
a function of the forbidden minor in Theorem 7.3. We can replace Zk in this construction
by the toroidal grid Zk × Zk, and obtain a Cayley graph with no K8-minor, such that the
bags in any (non-necessarily canonical) tree-decomposition of finitely bounded adhesion are
arbitrarily large.

We will also prove the following version of Theorem 7.2 at the same time.

Theorem 7.5. Let G be a locally finite graph excluding K∞ as a minor and let Γ be a group
with a quasi-transitive action on G. Then there is an integer k such that G admits a Γ-
canonical tree-decomposition (T,V), with V = (Vt)t∈V (T ), of adhesion at most 3, and whose
torsos GJVtK are Γt-quasi-transitive minors of G which are either planar or have treewidth
at most k. The edge-separations of (T,V) are all non-degenerate.

Remark 7.6. If we carefully consider the proof of Theorem 7.5, we can check that if G has
only one end (as in the example of Figure 1.4), then the tree-decomposition we obtain has
adhesion 3 and consists of a star with one infinite bag associated to its central vertex z0,
and finite bags on its branches. In particular, GJVz0K cannot have bounded treewidth, as
otherwise it would have more than one end, hence it must be planar. Thus, Theorem 7.5
implies that every one-ended locally finite quasi-transitive graph that excludes a minor can
be obtained from a one-ended quasi-transitive planar graph by attaching in a canonical way
some finite graphs on it along separators of order at most 3.

7.3 Tools

Our proof of Theorems 7.3 and 7.5 mainly consists in an application of Theorem 6.26 together
with the following result of Thomassen:

Theorem 7.7 (Theorem 4.1 in [Tho92]). Let G be a locally finite, quasi-transitive, quasi-
4-connected graph G. If G has a thick end, then G is either planar or admits the countable
clique K∞ as a minor.

A direct consequence of Theorem 7.7 is the following, which will be our base case in
what follows.

Corollary 7.8. Let G be a quasi-transitive, quasi-4-connected, locally finite graph which
excludes the countable clique K∞ as a minor. Then G is planar or has finite treewidth.

Proof. Assume that G is non-planar. As G is K∞-minor free, by Theorem 7.7, all its ends
have have finite degree. Then by Theorem 4.3, G has finite treewidth.

Thomassen proved that if a quasi-transitive graph has only one end, then this end must
be thick [Tho92, Proposition 5.6]. We prove the following generalization, which might be of
independent interest.

Proposition 7.9. Let k > 1 be an integer, and let G be a locally finite quasi-transitive graph.
Then G cannot have exactly one end of degree exactly k.
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Proof. Assume without loss of generality that G is connected, since otherwise each com-
ponent of G is also quasi-transitive locally finite, and we can restrict ourselves to a single
component containing an end of degree exactly k. Let Γ be a group acting quasi-transitively
on G. Assume that G has an end ω of degree exactly k for some integer k > 1. As ex-
plained in [TW93, Section 4], an application of Menger’s theorem implies that there exists
an infinite sequence of sets S0, S1, . . . of size k such that for each i > 0, Si+1 belongs to
the component Gi of Gi−1 − Si where ω lives (where we set G0 := G), and such that there
exist k vertex-disjoint paths P1,i, . . . , Pk,i from the k vertices of Si to the k vertices of Si+1.
By concatenating these paths, we obtain k vertex-disjoint rays in G living in ω. As G is
connected and locally finite, note that up to extracting a subsequence of (Si)i>0, we may
assume that the k paths P1,i, . . . , Pk,i are in the same component of G− (Si ∪ Si+1). Hence
if we set (Yi, Si, Zi) := (G− (Gi ∪ Si), Si, Gi) for each i > 1, (Yi, Si, Zi) is a tight separation
such that for each i > 1, (Yi+1, Si+1, Zi+1) 6RS (Yi, Si, Zi). Hence by Lemma 3.1, as there
are only finitely many Γ-orbits of tight separations of size k, there exist i < j and γ ∈ Γ such
that γ · (Yi, Si, Zi) = (Yj, Sj, Zj). Assume without loss of generality that (i, j) = (0, 1).
Note that by definition of 6RS, the action of γ preserves the order 6RS, i.e. for each
(Y, S, Z) 6RS (Y ′, S ′, Z ′), we must have γ · (Y, S, Z) 6RS γ · (Y ′, S ′, Z ′). We now consider the
sequence of separations (Y ′i , S

′
i, Z

′
i)i>0 defined for each i > 0 by: (Y ′i , S

′
i, Z

′
i) := γi ·(Y0, S0, Z0).

Then the sequence (Y ′i , S
′
i, Z

′
i)i>0 is strictly decreasing according to 6RS. Recall that there

exist k vertex-disjoint paths from S0 to S1 that extend to k disjoint rays belonging to ω. Then
for each i > 0, there exist k vertex-disjoint paths from S ′i to S ′i+1 such that their concatena-
tions consists in k vertex-disjoint rays that belong to some end ω′ of degree exactly k (the
fact that the end has degree at most k follows from the fact that all the sets S ′i are separators
of size k in G). If ω′ 6= ω then we are done, so we assume that ω′ = ω. Now, observe that
the sequence (Y ′′i , S

′′
i , Z

′′
i )i>0 defined for each i > 0 by (Y ′′i , S

′′
i , Z

′′
i ) := (Y0, S0, Z0) · γ−i also

satisfies that for each i > 0, there exists k vertex-disjoint paths P ′′j,i := Pj,0 · γ−i for j ∈ [k]
from S ′′i+1 to S ′′i . If we consider the k vertex-disjoint rays obtained from the concatenation
of the paths P ′′j,k, these rays must belong to the same end ω′′ as for each i, the paths P ′′j,k
are in the same component of G − (S ′′i ∪ S ′′i+1). The end ω′′ must have degree exactly k as
each (Y ′′i , S

′′
i , Z

′′
i ) is a separation of order k. Moreover the sequence (Y ′′i , S

′′
i , Z

′′
i )i>0 is strictly

increasing according to 6RS, hence ω and ω′′ cannot live in the same component of G− S0.
Thus we found an end ω′′ distinct from ω of degree k.

Proposition 7.9 and its proof are reminiscent of Halin’s classification of the different
types of action an automorphism of a quasi-transitive locally finite graph G can have on the
ends of G [Hal73, Theorem 9]. However it is not clear for us whether Proposition 7.9 can be
seen as an immediate corollary of Halin’s work.

7.4 Proof of Theorems 7.3 and 7.5

Let G be a locally-finite quasi-transitive graph excluding K∞ as a minor and let Γ be a
group inducing a quasi-transitive action on G. Let (T,V), with V = (Vt)t∈V (T ), be a Γ-
canonical tree-decomposition of adhesion at most 2 obtained by applying Theorem 3.9 to G.
By Lemma 3.17, for each t ∈ Vt, Γt acts quasi-transitively on Gt := GJVtK. Moreover, as Gt
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is a minor of G, it must also exclude K∞ as a minor.
As the edge-separations of (T,V) are tight, Lemma 3.1 implies that E(T ) has only

finitely many Γ-orbits, and thus V (T ) also has only finitely many Γ-orbits. We let t1, . . . , tm
be representatives of the orbits of V (T )/Γ. For each finite torso Gti of (T,V), we define
(T̃ti , Ṽti) as the trivial tree-decomposition of Gti (in which the tree T̃ti contains a single
node). For each infinite, 3-connected torso Gti of (T,V), we let (T̃ti , Ṽti) be a Γti-canonical
tree-decomposition of Gti obtained by applying Theorem 6.3 to Gti , i.e. (T̃ti , Ṽti) distin-
guishes efficiently all the tangles of Gti of order 4. By Remark 6.4, the edge-separations
of (T̃ti , Ṽti) in Gti are all distinct. By Remark 6.7, the edge-separations of (T̃ti , Ṽti) in
Gti are non-degenerate. Hence by Lemma 6.6, the torsos of (T̃ti , Ṽti) are minors of Gti .
We now use Corollary 3.15 and find a refinement (T1,V1) of (T,V) with respect to some
family (Tt,Vt)t∈V (T ) of Γt-canonical tree-decompositions of Gt such that the construction
t 7→ (Tt,Vt)t∈V (T ) is Γ-canonical and such that for each i ∈ I, (Tti ,Vti) is a subdivision of
(T̃ti , Ṽti). Since the construction t 7→ (Tt,Vt)t∈V (T ) is Γ-canonical, for each t ∈ V (T1) the
decomposition (Tt,Vt) is Γt-canonical and efficiently distinguishes the tangles of order 4 of
Gt (by a slight abuse of notation, we keep denoting by Gt the torso of the tree-decomposition
(T1,V1) associated to the node t ∈ V (T1)). Note that by construction, the adhesion sets of
(T1,V1) have size at most 3 and all the edge-separations are tight. Moreover, the torsos of
each tree-decomposition (Tt,Vt) are minors of Gt for each t ∈ V (T ), and as the torsos of
(T,V) are minors of G, we also have that the torsos of (T1,V1) are minors of G. In particular,
they also exclude K∞ as a minor. Moreover, by Lemma 3.17, for each t ∈ V (T1), Γt acts
quasi-transitively on Gt. By Lemma 3.1, since all edge-separations of (T1,V1) are tight and
have order at most 3, the graph Gt is locally finite for each t ∈ V (T1).

Claim 7.10. For each t ∈ V (T1) such that Gt is infinite, Gt is 3-connected and has a unique
tangle Tt of order 4. Moreover Tt is a Γt-invariant region tangle and every end of Gt has
degree at least 4.

Proof of the Claim: Consider a node t ∈ V (T1) such that Gt is infinite. As all torsos are
cycles, subgraphs of complete graphs of size at most 3, or 3-connected, Gt itself is 3-connected.
Since Gt is connected and infinite, it contains some end ω. Let Tt := {(Y, S, Z), |S| 6
3 and ω lives in Z} be defined in Gt. Note that Tt is a tangle of order 4 in Gt. As Gt is a
minor of G, by Lemma 6.1 every tangle T ′ of order 4 in Gt induces a tangle T of order 4
in G, and by Remark 6.2 this mapping is injective. Moreover, note that if (Y, S, Z) is an
edge-separation of (T1,V1) such that Vt ⊆ Z ∪S, then ifM is any faithful model of Gt in G,
the projection (Y ′, S ′, Z ′) := πM(Y, S, Z) is such that Y ′ = ∅. Thus (Y ′, S ′, Z ′) ∈ T ′, hence
(Y, S, Z) ∈ T . This means that every edge-separation of (T1,V1) is oriented toward t by T .
Hence if Gt admits two distinct tangles T ′1 , T ′2 of order 4, the two associated tangles T1, T2

given by Lemma 6.1 must be distinct and not distinguished by (T1,V1), a contradiction. This
proves the existence and uniqueness of a tangle Tt of order 4 in Gt.

Note that as Γt acts on Gt and Tt is the unique tangle of order 4 in Gt, the tangle Tt is
Γt-invariant (as a family of separations).

We can also observe that if the end ω in Gt has degree at most 3, then by Proposition 7.9,
Gt has another end ω′ of degree at most 3 and the construction of Tt using the end ω′ instead
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of ω yields a different tangle of order 4, which contradicts the uniqueness of Tt. So every end
of Gt has degree at least 4.

It remains to prove that Tt is a region tangle. If not we can find an infinite decreasing
sequence of separations of order 3 in Gt, and this sequence defines an end of degree 3 in Gt,
which contradicts the fact that every end of Gt has degree at least 4. ♦

We will need to decompose further the infinite torsos of the tree-decomposition (T1,V1).
Let t ∈ V (T1) be such that Gt is infinite, and let Tt be the region tangle of order 4 in Gt

given by Claim 7.10. We let Mt := E×nd(Tt) denote the set of crossedges of Tt, (T ′t ,V ′t) be the
Γt-canonical tree-decomposition of Gt given by Lemma 6.12, and z0 ∈ V (Tt) be the center
of the star T ′t . By Lemmas 3.17 and 6.11, the graph H := GtJV ′z0K is a Γt-quasi-transitive
faithful minor of Gt, thus it must also exclude K∞ as a minor.

Now we observe that Γt induces a quasi-transitive group action on H\Mt/: for each
w ∈ V (H\Mt/) and every γ ∈ Γt, we set:

γ · w :=

{
sγ·u,γ·v if w = su,v, for some {u, v} ∈Mt, and
γ · w otherwise,

where we recall that the notation su,v, for {u, v} ∈ Mt, is introduced at the beginning of
Section 6.5. As Mt is Γt-invariant, we easily see that the mapping γ defines a bijection over
V (H\Mt/). We let the reader check that it gives a graph isomorphism of H\Mt/. Note that
the number of Γt-orbits of V (H\Mt/) is at most the number of Γt-orbits of V (H), hence it
must be finite.

As H\Mt/ is a minor of H, it also excludes the countable clique K∞ as a minor. It
follows from Theorem 6.26 that H\Mt/ is quasi-4-connected. Hence, by Corollary 7.8, H\Mt/

either has finite treewidth or it is planar. It is not hard to observe that the treewidth of
H is at most twice the treewidth of H\Mt/ so in particular if we are in the first case, H
has also bounded treewidth. In the second case, Proposition 6.27 implies that H is also
planar. In both cases, we obtain that (T ′t ,V ′t) is a Γt-canonical tree-decomposition of Gt with
non-degenerate edge-separations, adhesion 3 and where each torso is a minor of Gt and has
either bounded treewidth or is planar. Eventually we can use Proposition 3.13 together with
Lemma 3.12 as we did before to find a tree-decomposition (T ∗,V∗) of G with the properties
of Theorem 7.5.

We now explain how to derive Theorem 7.3: every torso GJVtK of (T ∗,V∗) which is
neither finite nor planar must have bounded treewidth, hence by Theorem 4.3 it must admit
a Γt-canonical tree-decomposition where each torso has bounded width. Exactly as before we
can apply Corollary 3.15 to find a refinement of (T ∗,V∗) with the properties of Theorem 7.3.

8 Applications of Theorems 7.1 and 7.2
In this section we present some graphical applications of Theorem 7.1. Results and proofs
from Sections 8.1, 8.2 and 8.3 come from the paper [EGLD23], while the content of Section
8.4 comes from the paper [EG24a]. We will also give in Sections 14 and 15 other applications
of Theorem 7.1, more group-oriented.
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8.1 The Hadwiger number of quasi-transitive graphs

A first consequence of Theorem 7.2, is a result on the Hadwiger number of locally finite
quasi-transitive graphs. The Hadwiger number of a graph G is the supremum of the sizes
of all finite complete minors in G. We say that a graph G attains its Hadwiger number if
the supremum above is attained, that is if it is either finite, or G contains an infinite clique
minor. Thomassen [Tho92] proved that every locally finite quasi-transitive 4-connected graph
attains its Hadwiger number, and suggested that the 4-connectedness assumption might be
unnecessary. We prove in Theorem 8.1 that this is indeed the case.

In fact we prove a stronger statement, namely that every locally finite quasi-transitive
graph avoiding the countable clique as a minor also avoids a singly-crossing finite graph
as a minor. We say that a graph H is singly-crossing if H can be embedded in the plane
with a single edge-crossing. It was observed by Paul Seymour that Theorem 7.5 bears
striking similarities with a structure theorem of Robertson and Seymour [RS93] related to
the exclusion of a singly-crossing graph as a minor. Their theorem states that if H is singly-
crossing, then there is a constant kH such that any graph excluding H as a minor has a
tree-decomposition with adhesion at most 3 in which all torsos are planar or have treewidth
at most kH . On the other hand, for any integer k there is a finite singly-crossing graph Hk

such that any graph with a tree-decomposition with adhesion at most 3 in which all torsos
are planar or have treewidth at most k must exclude Hk as a minor (this can be seen by
taking Hk to be a 4-connected triangulation of a sufficiently large grid, and adding an edge
between two non-adjacent vertices lying on incident faces). Using this last observation, the
following result is now an immediate consequence of Theorem 7.2.

Theorem 8.1. For every locally finite quasi-transitive graph G avoiding the countable clique
K∞ as a minor, there is a finite singly-crossing graph H such that G is H-minor-free. In
particular there is an integer k such that G is Kk-minor-free.

Note that in this application we have not used explicitly the property that the underlying
tree-decomposition was canonical, but it is used implicitly in the sense that this is what
garantees that the treewidth of the torsos is uniformly bounded in Theorem 7.5.

8.2 Accessibility

Recall that a graph G is vertex-accessible if there is an integer k such that any two distinct
ends ω1, ω2 in G, can be separated by a set of at most k vertices in G. We already mentioned
Dunwoody’s result [Dun09] (see also [Ham18b, Ham18a] and/or equivalently Corollary 5.6 for
an alternate approach) that locally finite quasi-transitive planar graphs are vertex-accessible.
Here we extend the result to locally finite quasi-transitive graphs excluding the countable
clique K∞ (and not necessarily K5 and K3,3) as a minor, and in particular to locally finite
quasi-transitive graphs from any proper minor-closed family.

Theorem 8.2. Every locally finite quasi-transitive graph avoiding the countable clique K∞
as a minor is vertex-accessible.
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Proof. Let G be a locally finite graph avoiding the countable clique K∞ as a minor, with a
group Γ acting quasi-transitively on G. Let (T,V), with V = (Vt)t∈V (T ), be a Γ-canonical
tree-decomposition of G of adhesion at most 3 obtained by applying Theorem 7.5 to G. In
particular all torsos are quasi-transitive minors of G, and all non-planar torsos have bounded
treewidth. Observe that any two ends living in different parts of the tree-decomposition are
separated by the separator of size at most 3 of an edge-separation of the tree-decomposition.
Consider any node t ∈ V (T ). If GJVtK is planar then since it is quasi-transitive (by
Lemma 3.17) and locally finite, GJVtK is vertex-accessible [Dun09, Theorem 3.8] and thus
there is an integer kt such that all pairs of ends lying in GJVtK can be separated by a set of
at most kt vertices. If GJVtK has bounded treewidth then by Theorem 4.3 there is a integer
kt such that all ends of GJVtK have degree at most kt, and thus all pairs of ends lying in
GJVtK can be separated by a set of at most kt vertices. As V (T )/Γ is finite; there is only a
finite number of possible values for the integers kt, t ∈ V (T ), and thus their maximum k is
well-defined. We have proved that every pair of ends in G can be separated by a set of at
most max{k, 3} vertices, which concludes the proof.

8.3 Generating closed walks inK∞-minor-free quasi-transitive graphs

We recall that a set of closed walks W generates another set of closed walks W ′ if every
element of W ′ can be obtained from elements of W by adding and deleting spurs, and
performing sums, reflections and rotations (see Section 2).

The next result generalizes [Ham18b, Theorem 5.12] (which corresponds to the closed
walk version of Theorem 5.4 we discussed earlier in Section 5) to the case where G is a
quasi-transitive locally finite planar graph excluding K∞ as a minor. We reuse some of the
arguments of the proof of [Ham18b, Proposition 5.9] and combine them with our structure
theorem to extend the result to graphs excluding the countable clique K∞ as a minor.

Theorem 8.3. Let G be a locally finite graph excluding the countable clique K∞ as a minor
and let Γ be a group acting quasi-transitively on G. Then the set of closed walks of G admits
a Γ-invariant generating set with finitely many Γ-orbits.

Proof. We consider a Γ-canonical tree-decomposition (T,V), with V = (Vt)t∈V (T ), given by
Theorem 7.3. We let A denote the set of pairs {x, y} of vertices of G for which there
exists an edge-separation (Y, S, Z) of (T,V) such that x, y ∈ S and xy /∈ E(G). By Re-
mark 3.3, as the edge-separations associated to (T,V) are tight, E(T )/Γ is finite. As (T,V)
has finitely bounded adhesion, this implies that there is a finite number of Γ-orbits of A.
We let {x1, y1}, . . . , {x`, y`} be representatives of these orbits. For each j ∈ [`] we let Pj be
a path from xj to yj (which always exists, since the edge-separations are tight). For each
{x, y} ∈ A, we consider the representative {xj, yj} in the Γ-orbit of {x, y}, and we define
f(x, y) as the image of the path Pj under an automorphism that maps {xj, yj} to {x, y}.
Note that f(x, y) is an (x, y)-path in G.

We let G+ be the graph obtained from G by adding all possible edges xy such that
xy ∈ E(GJVtK) for some t ∈ V (T ). In other words the edge-set of G+ is exactly E(G) ] A.
For each walk W in G+, we define the walk f(W ) in G as the walk obtained from W by
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replacing every edge (x, y) of W such that {x, y} ∈ A by f(x, y) (this definition extends the
definition of f above, which applied to walks (x, y) of length 1 in G+). For each set of walks
S ⊆ W(G+), we let f(S) := {f(W ) ∈ W(G),W ∈ S}.

Claim 8.4. For every W ∈ W(G+), if W1, . . . ,Wk ∈ W(G+) generate W in W(G+), then
f(W ) is generated by f(W1), . . . , f(Wk) in W(G).

Proof of the Claim: Let W ∈ W(G+) be generated by W1, . . . ,Wk ∈ W(G+). We prove by
induction on the number of operations needed to generate W from W1, . . . ,Wk that f(W )
is generated by the closed walks f(W1), . . . , f(Wk).

If W = Wi for some i ∈ [k], then the result is immediate. Assume that W is obtained
from some closed walk W ′ after performing a rotation on W ′, and that W ′ is generated by
W1, . . . ,Wk. We write W = (v1, . . . , vr). If v1 = v2 or v1v2 ∈ E(G), then f(W ) is obtained
after performing a single rotation on f(W ′). If v1v2 ∈ E(G+) \ E(G) = A, then f(W )
is obtained after performing |f(v1, v2)| rotations to f(W ′). In any case if we assume by
the induction hypothesis that f(W ′) is generated by f(W1), . . . , f(Wk), we are immediately
done. The case where W is obtained after performing a reflection on W ′ is even simpler.

Now assume that W is the concatenation of two walks W ′,W ′′ ∈ W(G+) for which
the induction hypothesis holds. Then we observe by definition of f that f(W ) = f(W ′) ·
f(W ′′). Then again we conclude by the induction hypothesis that f(W ) is generated by
f(W1), . . . , f(Wk).

Assume now that W = (v1, . . . , vi−1, vi, vi+1, . . . , vr) is obtained from W ′ = (v1, . . . ,
vi−1, vi+2, . . . , vr) after adding the spur vi between vi−1 and vi+2 with vi−1 = vi+1. We let
x := vi−1 and y := vi and distinguish two cases:

• If xy ∈ E(G), then we observe that by definition of f , f(W ) is obtained from f(W ′)
after adding the same spur so we are done using the induction hypothesis on W ′.

• If xy ∈ A, then f(W ) must be of the form U1 · f(x, y) · f(x, y)−1 · U2, where U1 · U2 =
f(W ′). This means that f(W ) can be obtained from f(W ′) = U1 · U2 by adding
|f(x, y)| spurs, hence the induction hypothesis on W ′ implies that f(W ) is generated
by f(W1), . . . , f(Wk).
Finally assume that W = (v1, . . . , vi−1, vi+2, . . . , vr) is obtained from W ′ = (v1, . . . ,

vi−1, vi, vi+1, vi+2, . . . , vr) after deleting the spur vi. Again we let x := vi−1 = vi+1 and
y := vi and distinguish two cases:

• If xy ∈ E(G), then as above, f(W ) is obtained from f(W ′) after the removal of a spur
and we are immediately done by applying the induction hypothesis on W ′.

• If xy ∈ A, then we claim that f(W ) is generated by f(W ′) as f(W ) = U1 · U2, with
U1 := f((v1, . . . , x)) and U2 := f((x, . . . , vr)), and f(W ′) = U1 · f(x, y) · f(x, y)−1 · U2.
This shows that f(W ) is obtained from f(W ′) after deleting |f(x, y)| spurs and we
can conclude by the induction hypothesis applied to W ′ that f(W ) is generated by
f(W1), . . . , f(Wk).

This concludes the proof of Claim 8.4. ♦
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Claim 8.5. W(G) is generated by
⋃
t∈V (T ) f(W(GJVtK)).

Proof of the Claim: Let W ∈ W(G). First, note that W can be generated in G+ by closed
walks of

⋃
t∈V (T )W(GJVtK). This comes from the following observation: fix any edge t1t2 in

T , with associated separation (Y, S, Z) in G. Then any closed walk W in G can be written
as the sum of closed walks in G+[Y ∪ S] and G+[S ∪ Z], followed by the removal of spurs
corresponding to the edges of the adhesion S. Thus we proved that W(G) is generated by⋃
t∈V (T )W(GJVtK) in G+.

Now observe that as for each W ∈ W(G), f(W ) = W , Claim 8.4 implies that W(G) is
generated by

⋃
t∈V (T ) f(W(GJVtK)) in G. ♦

As G is locally finite, note that for every pair {x, y} ∈ A, there are only finitely many
paths of the form γ · Pj for some (j, γ) ∈ [`] × Γ having x and y as endpoints. For each
{x, y} ∈ A, we let Px,y denote the set of all such paths and Cx,y denote the set of all closed
walks of the form P · P ′−1 with P, P ′ ∈ Px,y. Then Cx,y is finite for each {x, y} ∈ A and the
set

C :=
⋃

{x,y}∈A

Cx,y

is a Γ-invariant subset of W(G) with a finite number of Γ-orbits. We also consider the set
of closed walks C ′ of W(G+) of the form xPy for each {x, y} ∈ A and P ∈ Px,y. Note that
f(C ′) ⊆ C.

By Remark 3.3, V (T )/Γ is finite. As for every t ∈ V (T ), GJVtK is either finite or
Γt-quasi-transitive planar, by [Ham18b, Theorem 25] the set W(GJVtK) of closed walks of
GJVtK = G+[Vt] has a generating set of cycles with finitely many Γt-orbits. We consider
representatives t1, . . . , tm of each of the finitely many orbits V (T )/Γ, and for each i ∈ [m],
we let Wi be a finite set of closed walks of GJVtiK = G+[Vti ] such that Γti · Wi generates
W(GJVtiK).

Claim 8.6. The set (
m⋃
i=1

f(Wi)

)
· Γ ∪ C

generates
⋃
t∈V (T ) f(W(GJVtK)) in W(G).

Proof of the Claim: First, note that for each i ∈ [m], Claim 8.4 implies that f(Γti · Wi)
generates f(W(GJVtiK)).

We first let i ∈ [m] and show that Γti · f(Wi)∪C generates f(Γti ·Wi). We let Wi ∈ Wi

and γ ∈ Γti . One has to be careful as in general the walks f(γ ·Wi) and γ · f(Wi) are not
the same. Nevertheless we show that f(γ ·Wi) is generated by γ · f(Wi) and by the walks
of C, which is enough to conclude. Indeed, it is not hard to see that f(γ ·Wi) is generated
in W(G+) by γ · f(Wi) and by the walks xPy ∈ C ′ for each pair {x, y} ∈ A of consecutive
vertices of Wi, where P ∈ Px,y. Thus by Claim 8.4, f(γ ·Wi) = f(f(γ ·Wi)) is generated by
γ · f(Wi) = f(γ · f(Wi)) and by the walks of f(C ′) ⊆ C.

To conclude with the proof of the claim we let t ∈ V (T ), and (i, γ) ∈ [m] × Γ be such
that t = γ · ti. We let W ∈ W(GJVtK). Then there exist γ ∈ Γ and W ′ ∈ W(GJVtiK) such
that W = γ ·W ′. The exact same arguments as in the previous paragraph also apply to
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prove that f(W ) is generated by γ · f(W ′) together with the walks of C. As we just proved
above that f(W ′) can be generated by finitely elements from Γti · f(Wi) ∪ C, we conclude
that f(W ) can be generated by finitely elements from

γ · (Γti · f(Wi) ∪ C) ∪ C ⊆ (Γ · f(Wi)) ∪ C,

as desired. ♦

Combining Claims 8.5 and 8.6, we obtain thatW(G) is generated by Γ·(
⋃m
i=1 f(Wi))∪C

inW(G). As C has a finite number of Γ-orbits, this concludes the proof of Theorem 8.3.

8.4 Quasi-isometry to planar graphs

In a recent work, MacManus [Mac23, Corollary C] proved a structure theorem for quasi-
transitive locally finite graphs that are quasi-isometric to a planar graph, namely that
any such graph admits a canonical tree-decomposition of finite adhesion and tight edge-
separations such that each torso is one-ended and quasi-isometric to a complete Riemannian
plane. In particular it implies that such graphs must be accessible, which is in fact the main
result from [Mac23].

Another consequence of Theorem 7.1 is thatK∞-minor-free locally finite quasi-transitive
graphs form a (proper) subclass of the class of locally finite quasi-transitive graphs that are
quasi-isometric to a planar graph.

Theorem 8.7. Every locally finite quasi-transitive K∞-minor free graph is quasi-isometric
to a planar graph of bounded degree.

We note that the result which allows us to construct the quasi-isometry using the canon-
ical tree-decomposition was also proved independently by MacManus [Mac23] in a slightly
different form (the “if” direction in his Corollary C). Our proof is very similar to his.

Proof. We assume that G is connected, since otherwise we can consider each connected
component separately. By Theorem 7.1, G has a canonical tree-decomposition (T,V) whose
torsos GJVtK, t ∈ V (T ), are either planar or finite and whose adhesion sets have bounded
size. For each u ∈ V (G), we let Tu be the subtree of T with vertex set {t ∈ V (T ), u ∈ Vt}.
Note that as the edge-separations of (T,V) are tight, Lemma 3.1 implies that Tu is finite for
each u.

We let G′ be the graph constructed as follow: for each t ∈ V (T ), we let V ′t be a copy
of Vt and G′t (with vertex set V ′t ) be a copy of GJVtK if Vt is infinite, or a spanning tree of
GJVtK if Vt is finite. For each u ∈ V (G) and t ∈ V (Tu), we let u(t) denote the copy of u in V ′t .
We let V (G′) :=

⊎
t∈V (T ) V

′
t . Now for every edge st ∈ E(T ), we choose an arbitrary vertex

ust ∈ Vt ∩ Vs (such a vertex exists, since G is assumed to be connected). We let:

E(G′) :=

 ⊎
t∈V (T )

E(G′t)

 ] {u(s)
st u

(t)
st , st ∈ E(T )}.

We also let T ′ be the 1-subdivision of T (the graph obtained from T by replacing
each edge e = st by a two-edge path s, te, t). Finally, for each e = st ∈ E(T ), we set
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V ′te := {u(s)
st , u

(t)
st } and V ′ := (V ′t )t∈V (T ′). We observe that by definition, (T ′,V ′) is a tree-

decomposition of G′ whose adhesion sets all have size 1. In particular, for every t ∈ V (T ′),
G′[V ′t ] = G′JV ′t K. We also note that by the definition of G′ and Lemma 3.1, G′ has bounded
degree.

Claim 8.8. For every graph G, if G has a tree-decomposition (T,V) such that every torso
is planar and adhesion sets have size at most 1, then G is planar.

Proof of the Claim: If G contains K5 or K3,3 as a minor, then some torso of (T,V) must
also contain K5 or K3,3 as a minor, which is a contradiction. The result then follows from
Wagner’s theorem [Wag37] stating that any graph excluding K5 and K3,3 is planar. ♦

We now construct a quasi-isometry f from G to G′. For each u ∈ V (G), we choose
some tu ∈ V (Tu) and set f(u) := u(tu). We also let A1 := max{diamG(Vt), Vt is finite},
A2 := max(1,max{|Vt|, Vt is finite}) and B := max{diamT (Tu), u ∈ V (T )}, which all exist
by Lemma 3.1, as the edge-separations of (T,V) are tight. We note that for each t ∈ V (T )
such that Vt is finite, since G′[V ′t ] = G′JV ′t K is connected, its diameter is at most A2.

We claim that the exact same arguments that in the proof of Lemma 3.5 to show that
there exists a constant C > 0 such that for each t ∈ V (T ), u, v ∈ Vt:

dG(u, v) 6 C · dGJVtK(u, v),

the only difference being that the parts G[Vt] of (T,V) are not necessarily connected thus we
have to consider distances in the connected graph G instead of G[Vt].

We now show that there is a constant α > 0 such that for every u, v ∈ V (G) and
every f(u)f(v)-path P ′ in G′, there exists a uv-path P of size at most α · |P ′| in G. By
taking P ′ to be a shortest path from f(u) to f(v) in G′, this will imply in particular that
dG(u, v) 6 α · dG′(f(u), f(v)).

Claim 8.9. For every u, v ∈ V (G) and t, s ∈ V (T ) such that u(t)v(s) ∈ E(G′) we have

dG(u, v) 6 α := max(A1, C).

Proof of the Claim: Assume first that s = t. If Vt is finite, then dG(u, v) 6 A1. If Vt is
infinite we must have uv ∈ E(GJVtK), and thus dG(u, v) 6 C.

Assume now that s 6= t. Then by definition of G′, we must have st ∈ E(T ) and u = v,
and thus dG(u, v) = 0. ♦

We now show that there exists a constant β > 0 such that for every u, v ∈ V (G) and
every uv-path P in G, there exists a f(u)f(v)-path P ′ of size at most β|P | in G′. This
directly implies that dG′(f(u), f(v)) 6 β · dG(u, v).

Claim 8.10. For every u, v ∈ V (G) and t, s ∈ V (T ) such that uv ∈ E(G), u ∈ Vt and v ∈ Vs
we have:

dG′(u
(t), v(s)) 6 β := (4A2 + 2)B + A2.

Proof of the Claim: First note that if Vt is finite, then for each u, v ∈ Vt we have:

dG′(u
(t), v(t)) = dG′[V ′t ](u

(t), v(t)) 6 A2.



8. APPLICATIONS OF THE STRUCTURE THEOREMS. 69

If Vt is infinite, then for each u, v ∈ Vt such that uv ∈ E(G), we have u(t)v(t) ∈ E(G′) and
thus dG′(u(t), v(t)) 6 1. Since A2 > 1, it follows that for each t ∈ V (T ) and u, v ∈ Vt such
that uv ∈ E(G), we have

dG′(u
(t), v(t)) 6 A2. (1.2)

Now let u ∈ V (G) and s, t ∈ V (Tu). We let (s = t0, t1, . . . , t = t`) be the shortest
st-path in T . Note that it is also a path in Tu, hence ` 6 B. Recall that in the construction
of G′, we have chosen for each edge st ∈ E(T ) a vertex ust ∈ Vs ∩ Vt and we have added an
edge in G′ between u(s)

st ∈ V ′s and u
(t)
st ∈ V ′t . For each i ∈ [`], we write xi := uti−1ti ∈ Vti−1

∩Vti
for the sake of readability. Note that for each i ∈ [`], xi might be equal to u and that both
u and xi lie in the adhesion set Vti−1

∩ Vti . This implies that u(ti) and x(ti)
i are adjacent in

G′ if Vti is infinite, and dG′(u(ti), x
(ti)
i ) 6 A2 otherwise. So dG′(u(ti), x

(ti)
i ) 6 A2 in both cases,

and similarly dG′(u(ti−1), x
(ti−1)
i ) 6 A2. It follows that for each i ∈ [`], we have

dG′(u
(ti−1), u(ti)) 6 dG′(u

(ti−1), x
(ti−1)
i ) + dG′(x

(ti−1)
i , x

(ti)
i ) + dG′(x

(ti)
i , u(ti)) 6 2A2 + 1.

This implies that for every u ∈ V (G) and s, t ∈ V (Tu)

dG′(u
(s), u(t)) 6 (2A2 + 1)B. (1.3)

To conclude the proof of the claim, let uv ∈ E(G). As (T,V) is a tree-decomposition,
there exists some t ∈ V (T ) such that u, v ∈ Vt. Then:

dG′(f(u), f(v)) 6 dG′(u
(tu), u(t)) + dG′(u

(t), v(t)) + dG′(v
(t), v(tv)),

thus by inequalities (1.2) and (1.3) we obtain dG′(f(u), f(v)) 6 (4A2 + 2)B + A2. ♦

To prove that f is a quasi-isometry, it remains to prove that each y ∈ V (G′) is at
bounded distance in G′ from f(V (G)). For this, let y ∈ V (G′) and t ∈ V (T ), u ∈ V (G) be
such that y = u(t). Then by inequality (1.3), dG′(y, f(u)) 6 (2A2 + 1)B so f is indeed a
quasi-isometry. This concludes the proof of Theorem 8.7.

Note that the converse direction of Theorem 8.7 is wrong in general: consider the graph
G obtained from the infinite square grid after adding the two diagonals in each square face.
The graph G is locally finite, transitive, quasi-isometric to the infinite square grid and it is
not hard to construct a model of K∞ in G (note that it also follows from Theorem 7.7 that
K∞ is a minor of G).

We also observe that the hypothesis that G is quasi-transitive cannot be dropped in
Theorem 8.7: consider the graph G obtained after taking for each k a copy Hk := K

(k)
5 of

the k-subdivision of the complete graph K5. If we want G to be connected, we might also
add in G an infinite path intersecting exactly once each graph Hk. Then G has bounded
degree, excludes K6 as a minor and it can be shown that it is not quasi-isometric to a planar
graph. A simple argument for this is that G contains K5 as an asymptotic minor (see Section
9 for a definition), implying that every graph quasi-isometric to G must also contains K5 as
an asymptotic minor. In particular, G cannot be quasi-isometric to a planar graph.

It was proved by MacManus [Mac23] that if a finitely generated group has a Cayley
graph which is quasi-isometric to a planar graph, then it is quasi-isometric to a planar
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Cayley graph. A natural question is also to ask whether we can require the planar graph of
bounded degree in Theorem 8.7 to be quasi-transitive, or even a Cayley graph. Our current
proof does not preserve symmetries, as we do a number of non-canonical choices for the
images of the vertices.

9 Beyond minor-exclusion
We present in this section structural graph properties, generalizing in different ways the
property of excluding K∞ as a minor. Results and proofs from this section mainly come
from the paper [EG24a].

9.1 Quasi-isometries and asymptotic minors

We already saw in Theorem 8.7 that locally finite K∞-minor free quasi-transitive graphs
are quasi-isometric to some planar graph. This result can be seen as a special case of a
more general recent conjecture of Georgakopoulos and Papasoglou [GP23] (see Conjecture
9.1 below). Before we state it, we first need to introduce some terminology.

We say that a graph H is a k-fat minor of a graph G if there exists a family of connected
subsets (Mv)v∈V (H) of V (G) such that

1. for each u 6= v ∈ V (H), dG(Mu,Mv) > k;

2. for each e = uv ∈ E(H) there is a path Pe whose two endpoints lie in Mu and Mv and
internal vertices are not in

⋃
v∈V (H) Mv, and

3. for every e 6= e′ ∈ E(H), dG(Pe, Pe′) > k and for every e = uv ∈ E(H) and w /∈ {u, v},
dG(Pe,Mw) > k.

A graph H is an asymptotic minor of G if for every k > 0, H is a k-fat minor of G. It was
observed in [GP23] that for every finite graph H, the property of having H as an asymptotic
minor is preserved under taking quasi-isometries. In particular, by Wagner theorem, it
implies that every graph quasi-isometric to a planar graph must exclude K5 and K3,3 as an
asymptotic minor. The converse implication was conjectured in general locally finite graphs
in [GP23, Conjecture 9.1]. In the special case of quasi-transitive locally finite graphs, the
authors conjectured the following.
Conjecture 9.1 (Conjecture 9.3 in [GP23]). If G is locally finite, vertex-transitive and
excludes some finite graph H as an asymptotic minor, then G is quasi-isometric to a planar
graph.

If G excludes a finite graph H as a minor, then G also excludes H as an asymptotic
minor, and by the previous remark, every graph quasi-isometric to G also excludes H as an
asymptotic minor. In particular MacManus [Mac23] made the following conjecture, which
weakens Conjecture 9.1.
Conjecture 9.2 (Conjecture 8.2 in [Mac23]). If G is a connected locally finite quasi-transitive
graph, then G is quasi-isometric to a graph excluding some finite graph as a minor if and
only if it is quasi-isometric to some planar graph of bounded degree.
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9.2 Local crossing number

A graph is k-planar if it has a drawing in the plane in which each edge is involved in at most
k crossings (note that with this terminology, being planar is the same as being 0-planar).
The local crossing number of a graph G, denoted by lcr(G), is the infimum integer k such
that G is k-planar.

Georgakopoulos and Papasoglu raised the following problem.

Conjecture 9.3 (Problem 9.4 in [GP23]). For any quasi-transitive graph G of bounded
degree, G is quasi-isometric to a planar graph if and only if G has finite local crossing
number.

In this section we prove that the property of having finite local crossing number is
preserved under taking quasi-isometries.

Theorem 9.4. Let G be a graph of bounded degree which is quasi-isometric to a graph H of
finite local crossing number. Then G also has finite local crossing number.

In the particular case k = 0, we immediately obtain the “only if” direction of Conjecture
9.3 (we recently learned from Agelos Georgakopoulos that he also proved the case k =
0 independently). In particular, in the case k = 0, we obtain the following immediate
consequence of Theorem 8.7.

Corollary 9.5. Every locally finite quasi-transitive graph G which is K∞-minor-free has
finite local crossing number.

The assumption that G is locally finite is necessary, as shown by the graph obtained
from the square grid by adding a universal vertex (this graph is K6-minor free, but is not
k-planar for any k <∞). The assumption that G is quasi-transitive is also crucial: consider
for each integer ` a graph G` obtained from the square grid by adding an edge between two
vertices at distance ` in the grid (if G` is k-planar then k = Ω(`)), and take the disjoint
union of all graphs G`, ` ∈ N.

We now prove Theorem 8.7. Note that in general, the property of being locally finite,
or even of having countably many vertices is not preserved under quasi-isometry. The next
lemma will be useful to make sure that we can restrict ourselves to locally finite graphs in
the remainder of the proof.

Lemma 9.6. Let G be a graph of bounded degree which is quasi-isometric to a graph H.
Then G is quasi-isometric to a subgraph H ′ of H of bounded degree.

Proof. We let f : V (G)→ V (H) and A > 1 be such that for each x, x′ ∈ V (G):

1

A
· dG(x, x′)− A 6 dH(f(x), f(x′)) 6 A · dG(x, x′) + A,

and such that the A-neighborhood of f(V (G)) covers H. We also let ∆ ∈ N denote the
maximum degree of G. Note that for each xy ∈ E(G), there exists a f(x)f(y)-path Pxy in
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H such that |Pxy| 6 A2. We let H ′ be the subgraph of H given by the union of all such
paths Pxy.

We first observe that H ′ is quasi-isometric to G, and that f gives the corresponding
quasi-isometric embedding. Note that for every z ∈ V (H ′), by construction there must be
some edge xy ∈ E(G) such that z ∈ Pxy. In particular, dH′(z, f(x)) 6 A2. Note that
by construction we clearly have dH′(f(x), f(y)) 6 A2dG(x, y) for each x, y ∈ V (G), and as
dH′(f(x), f(y)) > dH(f(x), f(y)), f induces indeed a quasi-isometric embedding between G
and H ′.

Now we show that H ′ has bounded degree. Let z ∈ V (H ′) and xy ∈ E(G) such that
z ∈ V (Pxy). Then dH′(z, f(x)) 6 A2 so X := {x ∈ V (G), z ∈ V (Pxy)} has diameter at most
2A2 in G. Note that as G degree at most ∆, we have |X| 6 ∆2A2 . In particular it implies
that H ′ has degree at most ∆2A2 .

Given a graph G and an integer k > 1, the k-th power of G, denoted by Gk, is the graph
with the same vertex set as G in which two vertices are adjacent if and only if they are at
distance at most k in G. The k-blow up of G, denoted by G Kk, is the graph obtained
from G by replacing each vertex u by a copy Cu of the complete graph Kk, and by adding
all edges between pairs Cu, Cv if and only if u and v are adjacent in G (so that each edge of
G is replaced by a complete bipartite graph Kk,k in G Kk). Quasi-isometries of bounded
degree graphs are related to graph powers and blow-ups by the following lemma.

Lemma 9.7. Let H be a graph, and let G be a graph of degree at most ∆ ∈ N which is
quasi-isometric to H. Then there is an integer k such that G is a subgraph of Hk Kk.

Proof. We let A > 1 and f : V (G)→ V (H) be such that for each x, x′ ∈ V (G):

1

A
· dG(x, x′)− A 6 dH(f(x), f(x′)) 6 A · dG(x, x′) + A,

and such that the A-neighborhood of f(V (G)) covers H. Note that for each x, x′ ∈ V (G)
such that f(x) = f(x′) = y we must have dG(x, x′) 6 A2, hence

|f−1(y)| 6 B := ∆A2

for every y ∈ V (H). We now show that G is a subgraph of H ′ := H2A KB, which implies
the lemma for k := max(2A,B).

As in the definition of a blow-up, for each v ∈ V (H) we denote by Cv the associated
clique of size B in H ′. For every v ∈ V (H) we fix an arbitrary injection gv : f−1(v) → Cv,
and define an injective mapping g : V (G) → V (H ′) by letting g(x) := gf(x)(x) for each
x ∈ V (G). In other words every two vertices of G having the same image v by f are sent by
g in the same clique Cv in H ′. By construction g is injective, so we just need to check that
it defines a graph homomorphism to conclude that G is a subgraph of H ′. Let xy ∈ E(G).
Then dH(f(x), f(y)) 6 2A so in particular every vertex in Vf(x) is at distance at most 2A to
every vertex in Vf(y) in H ′. In particular, this means that g(x)g(y) ∈ E(H ′), as desired.

The next observation will allow us to slightly simplify the statement of Lemma 9.7.
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Observation 9.8. For every graph H of bounded maximum degree, and every integer k,
there exists a graph G of bounded maximum degree such that lcr(G) = lcr(H) and Hk Kk

is a subgraph of Gk+2.

Proof. Let G be the graph obtained from H by attaching to each vertex k pendant vertices
of degree 1. Note that the graph Hk Kk is a subgraph of Gk+2. To see this, one can
bijectively map each clique Cv of H for v ∈ V (H) to the k pendant vertices we attached
to v in G, and observe that it gives an isomorphism between the graph induced by these
vertices in G3, and H Kk. Since adding pendant vertices does not change the local crossing
number, lcr(G) = lcr(H). Moreover G has bounded maximum degree if and only if H has
bounded maximum degree.

We can now combine the results above to deduce the following corollary.

Corollary 9.9. If a graph G with bounded degree is quasi-isometric to a graph of bounded
local crossing number, then there exists a planar graph H of bounded maximum degree and
an integer k, such that G is a subgraph of Hk.

Proof. By Lemmas 9.6 and 9.7, there is a graph H1 of bounded local crossing number and
maximum degree and an integer ` such that G is a subgraph of H`

1 K`. By Observation
9.8, there is a graph H2 of bounded local crossing number and maximum degree such that G
is a subgraph of H`+2

2 . Observe that every s-planar graph F1 is a subgraph of F s+1
2 , where

F2 is the planar graph obtained from F1 by placing a new vertex at each crossing (and note
that if F1 has bounded degree, then F2 also has bounded degree). It follows that there is a
planar graph H of bounded degree and an integer k, such that G is a subgraph of Hk.

We now prove that bounded powers of planar graphs of bounded degree are `-planar for
some `. This was proved for finite graphs in [DMW23, Lemma 12].

Lemma 9.10 ([DMW23]). Let H be a finite planar graph of maximum degree at most ∆
and let G be a subgraph of Hk, for some integer k. Then G is `-planar, for ` := 2k(k+1)∆k.

However, we need a version of Lemma 9.10 for infinite locally finite graphs. The first
option is to simply follow the proof of [DMW23], which starts with a planar drawing of G,
and adds for any path P of length at most k, an edge between the endpoints of P , drawn
in a close neighborhood around P . However in the locally finite case this approach requires
that the original planar drawing has the property that every edge has a small neighborhood
which does not intersect any other vertices or edges of the graph. Such a drawing always
exists but it requires a little bit of work. So instead, we chose to extend Lemma 9.10 to
infinite locally finite graphs using a simple compactness argument.

Lemma 9.11. Let G be a locally finite graph. If there is an integer ` such that all finite
induced subgraphs of G are `-planar, then G is also `-planar.

Proof. We first observe that any `-planar embedding of a graph H can be described combi-
natorially, by considering the planar graph H+ obtained from H by replacing all crossings by
new vertices. The corresponding planar embedding of H+ can be completely described (up
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to homeomorphism) by its rotation system (the clockwise cyclic ordering of the neighbors
around each vertex), and there are only finitely many such rotation systems if H (and thus
H+) is finite.

We are now ready to prove the lemma. We can assume that G is connected, since
otherwise we can consider each connected component independently. Since G is locally
finite and connected, it is countable and we can write V (G) = {v1, v2, . . .}. We define a
rooted tree T as follows. The root of T is the unique `-planar embedding of G[{v1}], up to
homeomorphism. For every k > 1, and any `-planar embedding of Gk := G[{v1, . . . , vk}] we
add a node in the tree and connect it to the node corresponding to the resulting `-planar
embedding of Gk−1 = Gk − vk (the embedding obtained by deleting vk in the embedding of
Gk). The resulting tree T is infinite (since every graph Gk is `-planar by assumption), and
locally finite (since every graph Gk has only finitely many different `-planar embeddings,
up to homeomorphism). By König’s infinity lemma [Kön27] (or by repeated applications
of the pigeonhole principle), T has an infinite path starting at the root. This infinite path
corresponds to a sequence of `-planar embeddings of Gk, k > 0, with the property that for
every k > 0, the `-planar embedding of Gk can be obtained from the `-planar embedding of
Gk+1 by deleting vk+1 (and all edges incident to vk+1). By taking the union of all the `-planar
embeddings of Gk, k > 0, we thus obtain an `-planar embedding of G, as desired.

We obtain the following as a direct consequence.

Corollary 9.12. Let H be a locally finite planar graph of maximum degree at most ∆ and
let G be a subgraph of Hk, for some integer k. Then G is `-planar, for ` := 2k(k + 1)∆k.

Proof. Let X be a finite subset of V (G) ⊆ V (H) and for any pair x, x′ ∈ X with dH(x, x′) 6
k, consider a path Px,x′ of length at most k between x and x′ in H. Let Y be the union of X
and the vertex sets of all the paths Px,x′ defined above. Then H[Y ] is a finite planar graph,
and G[X], the finite subgraph of G induced by X, is a subgraph of H[Y ]k. By Lemma 9.10,
G[X] is `-planar with ` := 2k(k+ 1)∆k. Since this holds for any finite set X, it follows from
Lemma 9.11 that G itself is `-planar, as desired.

Theorem 9.4 is now a direct consequence of Corollary 9.9 and Corollary 9.12. By
combining Theorems 8.7 and 9.4, we then immediately deduce Corollary 9.5.

9.3 Assouad-Nagata dimension

Let (X, d) be a metric space, and let U be a family of subsets of X. We say that U is
D-bounded if each set U ∈ U has diameter at most D. We say that U is r-disjoint if for any
a, b belonging to different elements of U we have d(a, b) > r.

We say that DX : R+ → R+ is an n-dimensional control function for (X, d) if for any
r > 0, (X, d) has a cover U =

⋃n+1
i=1 Ui, such that each Ui is r-disjoint and each element of

U is DX(r)-bounded. A control function DX for a metric space X is said to be a dilation if
there is a constant c > 0 such that DX(r) 6 cr, for any r > 0.

The asymptotic dimension of (X, d), introduced by Gromov in [Gro93], is the least
integer n such that (X, d) has an n-dimensional control function. If no such integer n
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exists, then the asymptotic dimension is infinite. The Assouad-Nagata dimension of (X, d),
introduced by Assouad in [Ass82], is the least n such that (X, d) has an n-dimensional control
function which is a dilation. Clearly the asymptotic dimension is at most the Assouad-Nagata
dimension.

It was proved in [BBE+20] that every bounded degree graph excluding a minor has
asymptotic dimension at most 2, and that any planar graph has asymptotic dimension at
most 2. This was improved in [BBE+23], where it was shown that any graph excluding
a minor has asymptotic dimension at most 2, and any planar graph has Assouad-Nagata
dimension at most 2. This was finally extended by Liu in [Liu23], who proved that any
graph avoiding a minor has Assouad-Nagata dimension at most 2 (a different proof was
then given by Distel in [Dis23]). All the results on graphs excluding a minor mentioned
above (even for bounded degree graphs) crucially rely on the original Graph minor structure
theorem of Robertson and Seymour [RS03] we mentioned at the beginning of Section 7.

Using the invariance of Assouad-Nagata dimension under bilipschitz embedding [LS05],
we give in this section a short proof of the fact that minor-excluded quasi-transitive graphs
have Assouad-Nagata dimension at most 2. An immediate consequence is that minor-
excluded finitely generated groups (see Chapter 2 for a definition) have Assouad-Nagata
dimension at most 2, and thus asymptotic dimension at most 2 (which was originally conjec-
tured by Ostrovskii and Rosenthal in [OR15]). We only use Theorem 8.7 and a few simple
tools from [BBE+20, BBE+23] based on the work of Brodskiy, Dydak, Levin and Mitra
[BDLM08]. In particular we give a short proof of the fact that planar graphs of bounded
degree have Assouad-Nagata dimension at most 2. Crucially, our proof for quasi-transitive
graphs excluding only uses Theorem 7.1, and thus does not rely on the Graph minor structure
theorem of Robertson and Seymour.

Recall that if some graph G admits a quasi-isometric embedding in a graph H, then
there is a constant C > 1 and a bilipschitz embedding of G into H+C , the graph obtained
from H by adding C pendant vertices to each vertex of H. In particular, if H is planar
with bounded degree, then so is H+C . Hence, Theorem 8.7 has the following immediate
consequence.

Corollary 9.13. Every locally finite quasi-transitive K∞-minor free graph has a bilipschitz
embedding in a planar graph of bounded degree.

We first prove that planar graphs of bounded degree have Assouad-Nagata dimension
at most 2 (a stronger version of this result, without the bounded degree assumption, was
proved in [BBE+23]).

We need the following result, first proved in [BST12] in a slightly different form. Another
proof can be found in [BBE+20, BBE+23] based on a result of Ding and Oporowski [DO95]
which states that every graph G of treewidth at most t and maximum degree at most ∆ is
a subgraph of the strong product of a tree with a complete graph on 24t∆ vertices, i.e., G
has tree-partition-width at most 24t∆. The proofs of all these results are fairly short.

Theorem 9.14 ([BST12]). If a graph G has bounded degree and bounded treewidth, then G
has Assouad-Nagata dimension at most 1.
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A layering of a graph G is a partition of the vertex set of G into sets L0, L1, . . ., called
layers, so that any pair of adjacent vertices in G either lies in the same layer or in consecutive
layers (i.e. layers Li, Li+1 for some i > 1). A simple example of layering is given by a BFS-
layering of G, obtained by choosing one root vertex vC in each connected component C of
G, and then defining Li (for all i > 0) as the set of vertices of G at distance exactly i from
one of the vertices vC .

It was proved by Bodlaender [Bod88] that planar graphs of bounded diameter have
bounded treewidth. This directly implies the following.

Lemma 9.15. For any BFS-layering of a planar graph G, and any integer k, the subgraph
of G induced by k consecutive layers of L has bounded treewidth.

Proof. Let L0, L1, . . . be a BFS-layering of G. Consider the planar subgraph H of G induced
by k consecutive layers Li, Li+1, . . . , Li+k−1. If i = 0, then H is a disjoint union of graphs of
radius at most k, and thus has bounded treewidth by Bodlaender’s result [Bod88]. Assume
now that i > 1, and let H+ be the supergraph of H obtained by adding a vertex r that
dominates all the vertices of Li. Note that H+ can be obtained from the subgraph of G
induced by the layers L0, L1, . . . , Li+k−1, by contracting all layers L0, L1, . . . , Li−1 (which
induce a connected subgraph of G, by definition of a BFS-layering) into a single vertex.
Thus H+ is a minor of G, which implies that H+ is planar. Moreover, it follows from the
definition of a BFS-layering that each vertex ofH+ lies at distance at most k from r, and thus
H+ has diameter at most 2k. By Bodlaender’s result [Bod88], H+ has bounded treewidth,
and thus H (as a subgraph of H+) also has bounded treewidth.

The next result appears as Theorem 4.3 in [BBE+23], and is a simple application of the
main result in [BDLM08] (which has a nice and short combinatorial proof).

Theorem 9.16 ([BBE+23]). If a graph G has a layering L = (L0, L1, . . .) such that for any
integer k, the disjoint union of all subgraphs of G induced by k consecutive layers of L has
Assouad-Nagata dimension at most n, then G has Assouad-Nagata dimension at most n+1.

We immediately deduce the following.

Corollary 9.17. Every planar graph G of bounded degree has Assouad-Nagata dimension
at most 2.

Proof. Consider a BFS-layering L of G. By Lemma 9.15, for any k > 1, the disjoint union
of all subgraphs of G induced by k consecutive layers of L has bounded treewidth. As G has
bounded degree, this disjoint union of subgraphs of G also has bounded degree, and thus by
Theorem 9.14 it has Assouad-Nagata dimension at most 1. Hence, it follows from Theorem
9.16 that G itself has Assouad-Nagata dimension at most 2.

We are now ready to prove the main result of this section. Recall that a stronger
version (without the quasi-transitivity assumption) was proved in [Liu23, Dis23], but the
version below has a reasonably simple proof that does not rely on the Robertson-Seymour
graph minor structure theorem.
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Theorem 9.18. Every locally finite quasi-transitive K∞-minor free graph has Assouad-
Nagata dimension at most 2.

Proof. By Corollary 9.13, every locally finite quasi-transitive K∞-minor free graph G has
a bilipschitz embedding in some planar graph H of bounded degree, which has Assouad-
Nagata dimension at most 2. Since Assouad-Nagata dimension is invariant under bilipschitz
embedding [LS05], G has Assouad-Nagata dimension at most 2.

9.4 Open problems

We present in this section directions and problems about the structure of locally finite quasi-
transitive graphs described by properties generalizing minor-exclusion.

Quasi-isometries to quasi-transitive planar graphs. It was proved by MacManus [Mac23]
that if a finitely generated group has a Cayley graph which is quasi-isometric to a planar
graph, then it is quasi-isometric to a planar Cayley graph (see Section 12 for a definition of
a Cayley graph). In the same spirit, it is natural to ask whether we can require the planar
graph of bounded degree in Theorem 8.7 to be quasi-transitive, or even a Cayley graph. Our
current proof does not preserve symmetries, as we do a number of non-canonical choices for
the images of the vertices. As remarked by a referee from our paper [EG24a], the stronger
question above, whether we can require the planar graph in Theorem 8.7 to be a Cayley
graph, is a special case of a Problem of Woess [Woe91, Problem 1], which asked whether
every transitive graph is quasi-isometric to a Cayley graph. This turned out to have a neg-
ative answer [EFW12] in general, but the question restricted to (quasi-)transitive graphs
excluding a minor might still have a positive answer.

A finite list of obstructions. In view of MacManus’ characterisation [Mac23, Corollary
C] of quasi-transitive graphs which are quasi-isometric to a planar graph, it would be inter-
esting to also find a characterisation in terms of obstructions. Recall the conjecture from
[GP23] that a graph is quasi-isometric to a planar graph if and only if it does not contain
K5 or K3,3 as an asymptotic minor.

Examples of quasi-transitive graphs that are not quasi isometric to any planar graph
include Cayley graphs of a group of Assouad-Nagata dimension at least 3, for instance any
grid in dimension 3. This rules out any generalization of Theorem 8.7 using classes of
polynomial growth or expansion. This example also shows that we cannot extend Theorem
8.7 to all families of bounded queue-number or stack-number.

Here is perhaps a more interesting example. The strong product G H of two graphs G
and H has vertex set V (G)× V (H), and two distinct vertices (u, x) and (v, y) are adjacent
if and only if (u = v or uv ∈ E(G)) and (x = y or xy ∈ E(H)). Consider the strong
product T P of the infinite binary tree T and the infinite 2-way path P . Using Theorems
9.14 and Lemma 9.16, this graph has Assouad-Nagata dimension at most 2. As it contains
a quasi-isometric copy of a 2-dimensional grid, the Assouad-Nagata dimension of T P is
indeed equal to 2. On the other hand, we observe that for any integer k, T P contains the
complete bipartite graph Kk,k as an asymptotic minor. To see this, remark that T contains
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an infinite k-claw (the graph obtained by gluing k infinite 1-way paths at their starting
vertex) as an asymptotic minor (obtained by contracting a subtree of T with k leaves into
a single vertex, and pruning the additional branches). The strong product of this infinite
k-claw with P consists of k copies of an infinite 2-dimensional grid (restricted to the upper
half-plane, say), glued on a common infinite path π. On this path we can select k vertices,
arbitrarily far apart, and on each infinite grid we can select a single vertex, arbitrarily far
from π, and connect it to the k vertices of π via disjoint paths. By taking a ball of sufficiently
large radius around each of the 2k vertices, we obtain Kk,k as an r-fat minor for arbitrarily
large r, and thus Kk,k as an asymptotic minor. This is illustrated for k = 3 in Figure 1.7.
Since containing a graph H as an asymptotic minor is invariant under quasi-isometry, any
graph G which is quasi-isometric to T P also contains every Kk,k as an asymptotic minor,
and thus G cannot be planar.

Figure 1.7: A fat K3,3-minor in T P .

Recall that any graph excluding a minor has Assouad-Nagata dimension at most 2
[Liu23, Dis23]. It is natural to wonder whether some sort of converse holds, that is whether
any graph of Assoud-Nagata dimension at most 2 is quasi-isometric to a graph excluding a
minor (this would be a natural extension of Theorem 8.7). The example above shows that
this is false, even for vertex-transitive graphs.

As explained above, it was conjectured in [GP23] that graphs that are quasi-isometric to
a planar graph can be characterized by a finite list of forbidden asymptotic minors. A natural
question is whether this can be replaced by a finite list of forbidden quasi-isometrically
embedded subgraphs, at least in the case of quasi-transitive graphs. We do not have a good
candidate for such a finite list, but it should contain at least the two examples mentioned
above: 3-dimensional grids and the product of the binary tree with a path. One difficulty is
that no such list is even known (or conjectured to exist) for Assouad-Nagata dimension at
most 2, or asymptotic dimension at most 2.

k-planar graphs. First, we observe that Conjecture 9.3 reduces to the case k = 1, i.e.,
that it is equivalent to the following.

Conjecture 9.19. Every quasi-transitive 1-planar graph of bounded degree is quasi-isometric
to a planar graph.

To see that the case lcr > 2 reduces to the case lcr = 1, observe that for every k-planar
graph G with k > 2, its (k− 1)-subdivision G(k−1) (the graph obtained from G by replacing
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every edge by a path on k edges) is locally finite, quasi-transitive, quasi-isometric to G, and
1-planar. To see the last point, consider any embedding of G in R2 in which every edge is
involved in at most k crossings and assume without loss of generality that the crossing points
between every two edges are all pairwise distinct. Then for every edge e ∈ E(G), one can
add the k − 1 corresponding vertices of G(k−1) subdividing e in the drawing by putting at
least one vertex on each of the curves connecting two consecutive crossing points of e with
other edges.

We note that Conjecture 9.19 (and thus Conjecture 9.3) would be a direct consequence
of the following.

Conjecture 9.20. Let G be a quasi-transitive 1-planar graph of bounded degree. Then there
is an integer k and an embedding of G in the plane with at most 1 crossing per edge such
that for every pair of crossing edges uv, xy in G, we have dG(u, x) 6 k.

In an early version of the paper [EG24a] we were conjecturing something stronger,
namely that for any embedding of G with at most 1 crossing per edge, there is an integer
k such that all pairs of crossing edges lie at distance at most k in G. But this is false (as
shown by the two-way infinite path, drawn in such a way that it self-intersects at more and
more distant points).

In this section, we have mainly considered graphs with finite local crossing number. A
natural generalization is the following: a graph is (< ω)-planar if it has a drawing in the
plane in which each edge is involved in finitely many crossings. In the paper [EG24a], we also
asked if for quasi-transitive locally finite graphs, ω-planarity is equivalent to the property
of having finite local crossing number. It was observed since by Kolja Knauer (personal
communication) that the answer is no, as any infinite locally finite graph G is (< ω)-planar.
To see this, consider an ordering v1, v2, . . . of V (G), embed each vertex vi in the coordinate
(i, i2) in the plane, and each edge vivj as a segment joining vi and vj. Note that by convexity
of the function x 7→ x2, every edge crossing an edge vivj must have an endpoint vk with
i < k < j. As for every pair i < j there are only finitely many such vertices vk and each of
them has finite degree, the edge vivj is crossed by only finitely many other edges.

As there exist quasi-transitive graphs of bounded degree that have unbounded local
crossing number (the 3-dimensional grid for instance, see [DEW17]), the paragraph above
implies that our initial question has a negative answer.

Twin-width. Twin-width is a graph parameter that was discovered by Edouard Bon-
net, Eun Jung Kim, Stéphan Thomassé and Rémi Watrigant and introduced in [BKTW22]
for finite graphs, generalizing and unifying many results in the domain of fixed parame-
ter algorithm, and also having interesting and deep connections with other fields such as
model theory, enumerative combinatorics or algebra (see the twin-width series of papers
[BKTW22, BGK+22, BGK+21, BGOdM+22, BGdMT23, BKRT22, BGTT22, BCK+22]).
In particular, in [BGTT22], the authors gave a definition of twin-width for infinite graphs
of bounded degree, and proved that the property of having bounded twin-width is invariant
under taking quasi-isometries. Even though there exist locally finite quasi-transitive graphs
(in fact Cayley graphs) with infinite twin-width [BGTT22], the known proof of the existence
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of such graphs is highly non-trivial and relies on a construction of Osajda [Osa20] of Gromov
monster groups (see Section 17 for more details about the construction of such groups). It
was also proved in [BGTT22, Proposition 4.2] that finite quasi-transitive graphs admitting an
hyperbolic metric have bounded twin-width. Hence the class of locally finite quasi-transitive
graphs of bounded twin-width is very rich and interesting from a metric perspective.

The definition of twin-width for finite graph crucially depends on the notion of contrac-
tion sequences (see [BKTW22] for a definition): a finite graph has twin-width at most d ∈ N
if there exists a contraction sequence of width at most d. Many other equivalent witnesses
of bounded twin-width exist both in finite graphs and locally finite graphs. In particular, in
analogy to tree-decompositions of bounded width, a notion of twin-decomposition with an
underlying tree structure was introduced in [BNdM+24, BGdMT23] as another certificate
that a finite graph has bounded twin-width. However, none of the known certificates for
bounded twin-width is canonical, in the sense that the automorphisms of the initial graph
do not induce as automorphisms of the structures of the certificates of bounded twin-width.

If we want to obtain decomposition results in the spirit Theorem 4.3 (iii) for graphs of
bounded twin-width, or to decide if such graphs satisfy some of the properties we studied in
the previous sections like vertex-accessibility, it is likely that such a canonical certificate of
twin-width boundedness would be helpful. Colin Geniet asked explicitly this question during
the workshop LoGAlg 2023 in Warsaw.

10 Symmetric proper colorings
We conclude Chapter 1 with a discussion about questions we asked at the end of the paper
[EGLD23] related to proper colorings in locally finite quasi-transitive graphs. This provides
a perfect transition with Chapter 2, as these problems are related in some way with the
study of aperiodicity in subshifts of finite types of finitely generated groups (see Sections
14, 15 and 16). The results and proofs presented in this section come from a joint work in
preparation with Tara Abrishami and Louis Esperet.

Recall that a crucial component of the proof of Theorem 7.1 was to adapt a strategy of
Grohe [Gro16] to obtain a canonical tree-decomposition up to the contraction of a matching
(see also Theorem 6.26). At one point we tried to figure out whether the following was true
(in the end it turned out that we did not need to answer these questions, but we believe they
might be of independent interest).

Problem 10.1. Let G be a locally finite quasi-transitive graph. Is there a proper vertex-
coloring of G with a finite number of colors such that the colored graph G itself is quasi-
transitive (where automorphisms have to preserve the colors of the vertices)?

Problem 10.2. Let G be a locally finite quasi-transitive graph. Is there an orientation of
the edges of G such that the oriented graph G itself is quasi-transitive (where automorphisms
have to preserve the orientation of the edges)?

We call any coloring c of a graph G such that the colored graph (G, c) is quasi-transitive
a strongly periodic coloring.
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Note that we can also consider the variant of Problem 10.1 with respect to proper edge-
colorings. As for any locally finite Γ-quasi-transitive graph, Γ also induces a quasi-transitive
group action on E(G), the line graph of G must also be locally finite quasi-transitive, hence
this variant correponds to a special case of Problem 10.1.

An example showing that Problem 10.1 has a negative answer was recently constructed
by Hamann and Möller (personal communication). It is mainly based on the existence of
infinite simple groups which are finitely generated. Together with Tara Abrishami and Louis
Esperet, we then observed that a variant of this example could be used to provide a negative
answer to Problem 10.2 as well. This second variant was also discovered independently from
our work by Norin and Przytycki (personal communication), who furthermore showed that
the examples can be chosen to be Cayley graphs (and thus vertex-transitive), rather than
merely quasi-transitive.

It remains an interesting problem to understand for which graphs the problems might
still have a positive answer. Note that a proper vertex-coloring satisfying the properties of
Problem 10.1 also implies a positive answer to Problem 10.2, as seen by choosing a total order
on the colors and then orienting each edge from the extremity with the smaller color to the
extremity with the larger color (any color-preserving automorphism is then also orientation-
preserving). Another simple observation is that Problem 10.1 admits a positive answer when
considering bipartite connected graph.

Symmetric proper colorings of 2-ended graphs. We give there a simple proof that
Problems 10.1 and 10.2 admit positive answers for 2-ended locally finite quasi-transitive
graphs. More precisely, we even show the existence of a strongly periodic proper vertex-
coloring using exactly χ(G) colors. The main motivation for considering this case comes
from symbolic dynamics and a question of Carroll and Penland [CP15] (see Conjecture 15.7)
and we will present in Section 16 a proof of a more general result on 2-ended quasi-transitive
graphs based on a reduction to tiling problems in groups.

Theorem 10.3. Let G be a connected locally finite Γ-quasi-transitive graph with 2 ends.
Then, G has a proper vertex-coloring with χ(G) colors and such that there exists a cyclic
subgroup Γ′ ⊆ Γ such that Γ′ preserves vertex colors and acts quasi-transitively on G.

Proof. We let (Y, S, Z) and γ0 be given by Lemma 4.2. For each i ∈ Z, let (Yi, Si, Zi) :=
γi0 · (Y, S, Z). Then Sj ∪ Zj ⊆ Zi for all i < j and (Yi, Si, Zi) also separates the two ends
of G. Let c : V (G) → [χ(G)] be a proper vertex-coloring of G. By the pigeonhole principle
there exists i < j such that c(γi0 · x) = c(γj0 · x) for all x ∈ S. Up to replacing γ0 by γj−i0 , we
may assume that i = 0 and j = 1, i.e., that c(γ0 · x) = c(x) for all x ∈ S.

For all i ∈ Z, we let Vi := V (G) \ (Yi ∪ Si+1 ∪ Zi+1). Then for each i ∈ Z, Si ⊆ Vi,
Vi+1 = γ0 · Vi and as G has two ends and bounded degree, the graph Gi := G[Vi] is finite.
Moreover, note that {Vi : i ∈ Z} is a partition of V (G).

We now define a vertex-coloring c̃ : V (G) → [χ(G)] by setting for each i ∈ Z and
v ∈ Vi, c̃(v) := c(γ−i0 · v). In other words, the vertex-coloring c̃ is obtained after repeating
periodically c|V0 on each Gi. First, note that c̃ is well-defined on V (G) as for every v ∈ V (G)
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there exists a unique i ∈ Z such that v ∈ Vi and then γ−i0 · v ∈ V0. Moreover, by definition
the action of γ0 on G preserves the colors of c̃, i.e., c̃(γ0 · v) = c̃(v) for all v ∈ V (G).

We show that c̃ a proper vertex-coloring. Let uv ∈ E(G) and i, j ∈ Z be such that
u ∈ Vi and v ∈ Vj. For each i ∈ Z, note that (Yi, Vi, Si+1 ∪ Zi+1) is a separation such that
Vi−1 ⊆ Yi and Vi+1 ⊆ Si+1∪Zi+1 so we must have |i− j| 6 1. If i = j, then γ−i0 ·u and γ−i0 · v
are adjacent in G0 and thus c̃(u) = c(γ−i0 · u) 6= c(γ−i0 · v) = c̃(v). Assume that j = i+ 1, the
other case being symmetric. Then γ−i0 · u ∈ V0 and γ−i0 · v is adjacent to γ−i0 · u. Moreover
γ−i0 ·v = γ0 · (γ−j0 ·v) ∈ V1. Thus we must have γ−i0 ·u ∈ Y1 and γ−i0 ·v /∈ Y1 so γ−i0 ·v ∈ S1 and
γ−j0 · v ∈ S0. Then by the choice of γ0, c(γ−j0 · v) = c(γ−i0 · v). As c is a proper vertex-coloring
and by definition of c̃ we then have c̃(u) = c(γ−i0 ·u) 6= c(γ−i0 ·v) = c(γ−j0 ·v) = c̃(v), implying
that c̃ is a proper vertex-coloring of G.

As the sets Vi are finite and cover V (G), and that γ0 · Vi = Vi+1 for each i ∈ Z,
the subgroup Γ′ of Γ generated by γ0 induces a quasi-transitive action on V (G) so we can
conclude.

By our previous remark, Theorem 10.3 implies in particular that for any 2-ended con-
nected locally finite quasi-transitive graphs G, there exists an orientation of the edges of G
such that the oriented graph G is quasi-transitive, giving a positive answer in this case to
Problem 10.2. We also deduce a positive answer to the edge-coloring version of Problem
10.1:

Corollary 10.4. If G is locally finite with 2-ends and Γ acts quasi-transitively on G, then
there exists a proper edge-coloring of G with χ′(G) colors and a cyclic subgroup Γ′ of Γ such
that Γ′ preserves edge colors and acts quasi-transitively on G.

Proof. We let L(G) be the line-graph of G. Then L(G) is also locally finite, connected, and
as G is quasi-transitive of bounded degree, there are finitely many Γ-orbits of E(G), so L(G)
is also Γ-quasi-transitive. Eventually, we claim that L(G) is quasi-isometric to G and thus
also 2-ended as the number of ends of a graph is a quasi-isometric invariant. An easy way
to see this is to consider the barycentric subdivision G(1) of G which is quasi-isometric to G,
and to observe that the mapping from L(G) to G(1) that sends every vertex of L(G) to the
corresponding vertex of G(1) obtained after subdividing the associated edge from G defines
a quasi-isometry. We thus conclude applying Theorem 10.3 to L(G).

We conclude this section by mentioning that all the examples we presented until now
of locally finite quasi-transitive graphs G for which there exists a strongly periodic proper
vertex-coloring (respectively edge-coloring) using finitely many colors, admit a strongly pe-
riodic proper vertex-coloring (respectively edge-coloring) using exactly χ(G) (respectively
χ′(G)) colors. However, there also exist constructions of locally finite quasi-transitive graphs
with chromatic number 3, admitting a strongly periodic proper vertex-coloring using 4 colors,
but no strongly periodic vertex coloring with 3 colors [AEGH24].



Chapter 2

Finitely generated groups

Notation: In this chapter we will mainly use capital latin letters to denote graphs, and
capital greek letters to denote groups, except in Sections 14 and 15, where we will work
more on groups than graphs, and thus denote groups with capital latin letters.

For every n ∈ N, we will use the notation [n] to denote the set of integers {1, . . . , n}.
For every two sets X, Y , we will denote with Y X the set of mappings from X to Y , and for
every f ∈ Y X and every X ′ ⊆ X, we will denote with f |X′ : X ′ → Y the restriction of f on
X ′.

11 Introduction
Many notions introduced in Chapter 1 have their roots in geometric group theory. One of
the best examples is the notion of accessibility, introduced first for finitely generated groups
by Wall [Wal71], and which is closely related to the celebrated Stallings’ ends theorem. This
theorem, proved in [Sta68] for torsion-free groups and extended in [Ber68] for groups with
torsion, states that every finitely generated group with at least two ends admits a non-trivial
splitting over a finite subgroup (see Section 12 for a definition of splitting). According to
Wall’s definition [Wal71], a finitely generated group is called accessible if it admits a finite
sequence of splittings over finite subgroups given by Stallings’ theorem, such that the base
groups involved in the sequence all have either 0 or 1 end. Thomassen and Woess [TW93]
introduced the purely graph theoretic definition of (vertex-)accessibility for locally finite
graphs that we gave in Section 2, and proved that a finitely generated group is accessible
in the sense of Wall if and only one (and thus all) of its associated locally finite Cayley
graphs is vertex-accessible. Similarly, many other notions and results mentioned in Chapter
1 can be seen as graphical counterparts of concepts and results from Bass-Serre theory:
Woess [Woe89] proved that the finitely generated groups admitting a free group of finite
index (these groups are also called virtually free) are exactly the groups whose associated
locally finite Cayley graphs have bounded treewidth, and more recently, based on a result of
Carmesin, Hamann and Miraftab [CHM22], Hamann, Lehner, Miraftab and Rühmann proved
a graph theoretic version of Stallings’ theorem for locally finite quasi-transitive graphs with
many ends [HLMR22]. In this context, canonical tree-decompositions play a crucial role and
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appear to be the graph counterparts to Bass-Serre covering trees.
Our goal in this section is to present further connections between concepts from graph

theory and finitely generated groups. After introducing in Section 12 some notions from
geometric group theory that will be relevant for us, we will focus in Section 13 on classes
of groups that are the direct analogues of the classes of graphs we studied in Chapter 1,
and give a survey of the existing structural results for them. Many of these results are the
group analogues of the structural graph theoretic results we presented in Chapter 1. We will
then introduce in Sections 14 and 15 some key notions from symbolic dynamics of finitely
generated groups. In particular, we will focus on two central questions in the theory of
tilings of finitely generated groups, and try to convince the reader that they are intrinsically
connected with some of the graph theoretic concepts we discussed in Chapter 1. The first is a
conjecture of Ballier and Stein [BS18] related to the domino problem on groups. The second
is a conjecture of Carroll and Penland [CP15] about the periodicity of tilings in groups. In
Section 15, we will discuss further different notions of periodicity/aperiodicity that can be
studied in groups, and try to characterize when these notions coincide, for some specific
classes of groups. In Section 16, we will suggest a way to extend the notions from symbolic
dynamics discussed earlier to locally finite quasi-transitive graphs. In particular it suggests
that such an approach could allow to reuse results and ideas from symbolic dynamics to tackle
some graph-theoretic questions. Eventually, we will present in Section 17 a simplification
of a construction of Osajda [Osa20] of Gromov’s monster groups. Osajda’s construction
is probabilistic and based on the Lovász Local Lemma, and we show that replacing this
probabilistic step by a purely combinatorial counting argument popularized by Rosenfeld
[Ros20] not only simplifies Osajda’s proof, but allows to optimize significantly the rank of
the monster groups constructed. Many of the results and observations from Sections 13 and
14 are either already known results or come from the paper [EGLD23], a joint work with
Louis Esperet and Clément Legrand-Duchesne. The content of Section 15 mainly comes
from a joint work with Étienne Moutot and Solène Esnay, which is unpublished yet. Results
of Section 16 are unpublished results for which I am the sole author, and the results and
proofs from Section 17 come from the paper [EG24b] co-authored with Louis Esperet.

12 Cayley graphs and group presentations
Group presentations. In the remainder of Chapter 2, unless stated otherwise, the groups
we will consider will always be assumed to be finitely generated. Up to doubling the size of
the generating sets, we will always assume that the sets of generators S that we consider
are closed under taking inverse, that is that for each α ∈ S we also have α−1 ∈ S. We will
denote with 1Γ the identity element of Γ, and we will call Γ trivial when Γ = {1Γ}. For
every γ ∈ Γ, we will also denote with |γ|S := k ∈ N the minimum number k of elements
α1, . . . , αk ∈ S such that we can write γ = α1 · · ·αk.

Let A be a finite alphabet, that is, a finite set of symbols. For each letter a ∈ A, we
choose a new symbol A not in A, and call it the formal inverse of a. We let A := {a : a ∈ A}
denote the set of formal inverses of elements of A, and we set a := a for each a ∈ A, so that
· : A]A→ A]A, s 7→ s is a fixpoint free involution. We let (A]A)∗ denote the set of words



12. CAYLEY GRAPHS AND GROUP PRESENTATIONS 85

of finite length written on the alphabet A]A. In particular, we let ε ∈ (A]A)∗ denote the
empty word. We extend · on (A ] A)∗ by setting ε := ε and a1 . . . ak := ak · . . . · a1 for each
a1, . . . , ak ∈ A]A and k > 1. A word of (A]A)∗ is reduced if it contains no two consecutive
letters which are formal inverse one of the other. For every word w ∈ (A ] A)∗ such that
one can write w = w1aaw2 for some w1, w2 ∈ (A]A)∗ and a ∈ A]A, we say that the word
w′ := w1w2 is obtained from w after performing an elementary reduction. It is not hard to
check and well-known that every word w ∈ (A ] A)∗ admits a unique associated reduced
form, i.e., a reduced word w′ obtained from w after performing at most |w|/2 elementary
reductions. The free group on A is the group (F(A), ·) whose elements are the reduced
words of A ]A, equipped with the binary operation that associates to each pair (w1, w2) of
reduced words the reduced form of w1w2. A word w ∈ (A ] A)∗ is cyclically reduced if it is
reduced and if its first and last letters are not inverse one of another. Again, one can extend
the previous definitions and define similarly elementary cyclic reductions so that every word
admits a unique cyclically reduced form.

For every group Γ with a finite set S of generators, there is a (unique) canonical surjective
group morphism πS : F(S) → Γ (see for example [DK18, Proposition 7.21]) such that
πS(s) = s and πS(s) = s−1 for all s ∈ S. For convenience, we extend πS to a mapping
πS : (S ] S)∗ → Γ, by setting for every word w ∈ (S ] S)∗ with reduced form w′ ∈
F(S), πS(w) := πS(w′). For every word w ∈ (S ] S)∗, we say that w represents the group
element πS(w). The words of π−1

S (1Γ) ⊆ (S ] S)∗ are called the relations of (Γ, S). A group
presentation of Γ is a pair (S,R), such that S is a finite generating set of Γ, and such that
R ⊆ F(S) is a set of relations of (Γ, S) such that ker(πS) is normally generated by R, i.e.,
such that for every word w ∈ F(S), such that πS(w) = 1Γ, there exist relations v1, . . . , vk ∈ R
and words w1, . . . , wk (not necessarily distinct) such that w is the reduced form of the word

(w1v1w1) · . . . · (wkvkwk).

We usually use the notation 〈S | R〉 instead of (S,R) to denote presentations. If R is finite,
we say that 〈S | R〉 is a finite presentation of Γ, and we call Γ a finitely presented group if
it admits a finite presentation. We will also often identify elements of (S ] S)∗ with their
images by πS. Note that if 〈S | R〉 is a presentation of Γ and if R′ is the set of cyclically
reduced forms of the words in R, then 〈S|R′〉 is also a presentation of Γ. Dunwoody [Dun85]
proved that every finitely generated and finitely presented group is accessible. A Tietze
transformation of a presentation 〈S | R〉 is one of the following operations:

• Adding a relation to R: we add a relation r ∈ (S ]S)∗ that is already representing the
identity element of G;

• Removing a relation of R: we remove a redundant relation r from R, i.e., a relation
r ∈ R such that r also corresponds to the identity element of the group described by
the presentation 〈S | R \ {r}〉;

• Adding a generator to S: we add a new letter s to S disjoint from S ]S together with
a relation sw for some word w ∈ (S ] S)∗;
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• Removing a generator from S: if some relation r can be written r = sr′, where neither
s nor s occur in r′, we remove r from R and s from S, and replace every occurence of
s (respectively of s) in the other relations by r′ (respectively by r′).

A basic property of group presentations is that applying a Tietze transformation to a pre-
sentation does not change the group it represents.

Cayley graphs. Given a finitely generated group Γ and a finite set S of generators in Γ
which is closed under taking inverse, the Cayley graph Cay(Γ, S) of Γ with respect to S is
the graph with vertex set Γ and such that for every g ∈ Γ, the neighbors of g in Cay(Γ, S)
are the elements of Γ of the form gs for some s ∈ S. Note that there is a natural edge-
labelling and orientation of Cay(Γ, S), which consists in orienting each edge {g, gs} from g
to gs and labelling it with s for all g ∈ Γ and s ∈ S; in particular in this oriented version, if
s ∈ S is such that s = s−1, there are two opposite arcs between each pair {g, gs}. While we
will mainly work with unoriented Cayley graphs, we will sometimes implicitly consider their
oriented and edge-labelled version. Note that as S is a finite generating set of Γ, Cay(Γ, S)
must be connected and locally finite. Moreover, if S and S ′ are two different finite generating
sets of the same group Γ, it is well-known and not hard to check that the identity mapping
idΓ is a quasi-isometry between Cay(Γ, S) and Cay(Γ, S ′). As the number of ends of a graph
is a quasi-isometric invariant, we can define in particular the number of ends of a finitely
generated group Γ as the number of ends of any of its locally finite Cayley graphs. We say
that two finitely generated groups Γ and Γ′ are quasi-isometric to each other if some (and
thus all) of their locally finite Cayley graphs are quasi-isometric. The following result of
Babai already implies a first connection between the algebraic structure of a group and the
topological structure of its Cayley graphs.

Theorem 12.1 ([Bab77]). Let Γ be a group with a finite set of generators S. If Γ′ is a
finitely generated subgroup of Γ, then there exists some finite generating set S ′ of Γ′ such
that Cay(Γ′, S ′) is a minor of Cay(Γ, S).

If 〈S | R〉 is a pair where S is a finite generating set of Γ and R ⊆ (S ∪ S)∗, we also
define the simplified Cayley complex Cay(2)(〈S | R〉) of Γ with respect to 〈S | R〉 as the 2-
dimensional cell-complex with underlying graph Cay(Γ, S), and where for each relation r ∈ R
and each g ∈ Γ, if r = a1 · . . . · ak with a1, . . . , ak ∈ S ∪S, we add a 2-cell consisting in a disk
whose boundary is identified with the closed walk (g, ga1, ga1a2, . . . , gr). We identify two 2-
cells if they have the same boundary, up to rotation. In other words, if r′ = ai . . . aka1 . . . ai−1

for some i ∈ {2, . . . , k}, then we identify the 2-cells associated to r and r′ (if we do not identify
such identifications, then the constructed complex is the Cayley complex of (Γ, S), which is
more commonly studied in the litterature).

Note that left multiplication by elements of Γ induces a natural transitive action on
Cay(Γ, S) and Cay(2)(〈S | R〉). Moreover, this action is also regular, i.e., for each pair of
vertices u, v of Cay(Γ, S) there is at most (and thus by transitivity exactly) one automorphism
g ∈ Γ such that g · u = v. In the remainder of the manuscript, we will always implicitly
equip a Cayley graph with such a regular transitive action. If Γ is a group acting on a
graph G, we call the action quasi-regular if for each v ∈ V (G), the stabilizer Γv is finite.
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Sabidussi [Sab58] proved that a connected (unlabelled) graph is a Cayley graph if and only if
there exists some group Γ acting transitively and regularly on G. Relaxing transitivity and
regularity, we obtain the following coarse version of Sabidussi’s theorem, which is a special
case of the Švarc–Milnor lemma [Š55, Mil68].

Lemma 12.2 (Švarc–Milnor lemma for graphs). If G is a locally finite and Γ is a group
with a quasi-transitive and quasi-regular action on G, then Γ is finitely generated and for
each finite set of generators S of Γ, Cay(Γ, S) is quasi-isometric to G.

The following is a folklore result.

Lemma 12.3. Let Γ be a group and S a finite generating set of Γ. Then for any set of
reduced words R ⊆ (S ∪ S)∗, the following are equivalent:

(i) 〈S | R〉 is a presentation of Γ;

(ii) Cay(2)(〈S | R〉) is simply connected;

(iii) There exists a Γ-invariant set of closed walks E in Cay(Γ, S) generating the set of closed
walks W(Cay(Γ, S)) such that the words labelling the walks in E are exactly the words
of R (up to applying some rotations on the walks of E).

Proof. The equivalence (i) ⇔ (ii) is a well-known result and can be proved using covering
spaces together with the Seifert-Van Kampen theorem (see for example the proof of [DK18,
Lemma 7.90]).

To prove (i) ⇒ (iii), let W be a closed walk in Cay(Γ, S) and w denote its labelling
word. Up to removing spurs in W , assume that w 6= ε is reduced. Then we must have
πS(w) = 1Γ, so in particular there exists v1, . . . , vk ∈ R and w1, . . . , wk such that w is the
reduced form of the word

(w1v1w1) · . . . · (wkvkwk).
Up to adding some spurs, it means that we can write W as a sum W1 · . . . ·Wk such that for
each i ∈ [k], Wi is a closed walk in Cay(Γ, S) labelled by the words wiviwi. In particular,
note that for each i ∈ [k], Wi is obtained from a closed walk labelled by vi after adding |wi|
spurs, hence the set E of closed walks in Cay(Γ, S) with labels in R is indeed a generating
set of W(Cay(Γ, S)).

The implication (iii)⇒ (ii) is proved in [Ham18b, Proposition 6.1].

Graphs of groups. We give here a few basic definitions related to Bass-Serre theory, and
refer the reader to [Ser80, Chapter 1] or [DD89, Chapter 1] for more details.

A graph of groups consists of a pair (G,G) such that:

• G is a graph (possibly having loops and multi-arcs) with a fixed orientation A of E(G),
together with two mappings ι, τ : A → V (G) such that ι(e) and τ(e) are the initial
and terminal vertices of each edge e ∈ E(G) according to the orientation of e in A,

• G is a family of vertex-groups Γv for each v ∈ V (G), edge-groups Γ−e ,Γ
+
e for each edge

e ∈ E(G), and of group isomorphisms φe : Γ−e → Γ+
e for each e ∈ E(G), such that Γ−e

and Γ+
e are respectively subgroups of Γι(e) and Γτ(e) for each e ∈ E(G).
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When Γ−e and Γ+
e are trivial for some edge e ∈ E(G), we identify them and simply write

Γe.
Let T be a spanning tree of G and 〈Sv|Rv〉 be a presentation of Γv for each v ∈ V (G).

The fundamental group Γ := π1(G,G) of the graph of groups (G,G) is defined as the group
having as generators the set

S :=

 ⊎
v∈V (G)

Sv

 ]
 ⊎
e∈E(G)\E(T )

{te}


and as relations:

• the relations of each Rv;

• for every edge e ∈ E(T ) and every g ∈ Γ−e ⊆ Γι(e), the relation g−1φe(g);

• for every edge e ∈ E(G) \ E(T ) and every g ∈ Γ−e , the relation g−1teφe(g)t−1
e .

It can be shown that for a given graph of groups (G,G), the definition of its fundamental
group does not depend of the choice of the spanning tree T (see for example [Ser80, Section
I.5.1]). Fundamental groups of graphs of groups generalize the operations of amalgamated
free products and (multi-)HNN-extensions of groups (see below for a definition of these
operations). Another well-known property is that for any v ∈ V (G), e ∈ E(G), Γv and Γe
are subgroups of π1(G,G).

We give a few examples of fundamental groups of graphs of groups.

• If G consists of a single vertex v0 with a loop e, and if we let Γv0 and Γe be trivial
groups, then π1(G,G) is isomorphic to the abelian free group (Z,+). More generally,
if E(G) contains multiple v0-loops with trivial associated edge-groups, then π1(G,G)
is isomorphic to the free group F(E(G)).

• Let Γ1 and Γ2 be two finitely generated groups with respective presentations 〈S1|R1〉
and 〈S2|R2〉 (where S1 and S2 are distinct alphabets), and G be the graph with two
vertices v1, v2 together with a single edge e := v1v2. If Γvi := Γi for each i ∈ {1, 2} and
Γe is the trivial group, then the group π1(G,G) is exactly the free product of Γ1 and
Γ2, i.e., the group defined by the presentation 〈S1 ] S2|R1 ]R2〉.

• Let Γ be a copy of (Z,+), a a generator of Γ, and G be the graph with a single vertex
v0 together with a single v0-loop e. We also fix two integers m,n > 1. We let Γ−e :=
{ai·m : i ∈ Z} ' mZ, Γ+

e := {ai·n : i ∈ Z} ' nZ and set φe : Γ−e → Γ+
e , a

i·m 7→ ai·n.
Then the group π1(G,G) is the Baumslag-Solitar group BS(m,n) with presentation
〈a, b | amba−nb−1〉.
Bass-Serre theory basically establishes a correspondence between actions of groups on

trees and their decompositions into a graph of groups. We summarize in the next lemma
some useful properties of one direction of this correspondence. If T is a tree and Γ is a group
acting on T , we say that Γ acts on T without inversion if there is no pair (uv, g) ∈ E(T )×Γ
such that g · u = v and g · v = u.
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Lemma 12.4 (Theorem 13 in [Ser80]). Let Γ be a group and T be a tree (not necessar-
ily locally finite) such that Γ acts on T without inversion. Then Γ is isomorphic to the
fundamental group of a graph of groups (G,G) such that:

• V (G) is in bijection with the set V (T )/Γ of Γ-orbits of V (T ), and E(G) is in bijection
with the set E(T )/Γ of Γ-orbits of E(T ),

• For each v ∈ V (G), the vertex-group Γv is isomorphic to some subgroup StabΓ(x) of Γ
for some x ∈ V (T ),

• For each e ∈ E(G), the edge-group Γe is isomorphic to some subgroup StabΓ(e′) of Γ
for some e′ ∈ E(T ).

Moreover, if each edge-group Γe is finitely generated, then each vertex-group is also finitely
generated.

Group accessibility. As mentioned in the introduction, the original definition of acces-
sibility concerns finitely generated group and was given by Wall [Wal71]. We give here for
completeness the basic definitions of HNN-extensions, free products with amalgamations and
accessibility, however we will not use them later, hence the reader is free to jump directly to
the next subsection.

We start defining HNN-extensions and free products with amalgamations. We refer to
[Ser80, Chapter 1.1] for more details. Let Γ be a finitely generated group and 〈S | R〉 be a
group presentation of Γ. Let t be a new letter distinct from S. Assume that Λ is a subgroup
of Γ and let φ : Λ→ Γ be an injective group morphism. The HNN-extension of Γ with respect
to (Λ, φ) is the group denoted Γ∗Λ,φ (or just Γ∗Λ when the context is clear) with generating
set S ] {t} and defined by the relations from R, together with a relation twt−1w′−1 for each
element h ∈ Λ and every two reduced words w,w′ ∈ S∗ corresponding respectively to h and
φ(h) in Γ. We call Γ a factor of the HNN-extension Γ∗Λ.

Now let Γ1,Γ2 be two finitely generated groups with respective presentations 〈S1 | R1〉,
〈S2 | R2〉, and let Λ1,Λ2 be respectively subgroups of Γ1 and Γ2 and φ : Λ1 → Λ2 be a group
isomorphism. Assume moreover that S1 and S2 are disjoint alphabets. The amalgamated
free product of Γ1 and Γ2 with respect to (Λ1,Λ2, ϕ) is the group denoted Γ1 ∗Λ1,Λ2,φ Γ2 (or
just Γ1 ∗Λ1 Γ2 when the context is clear) with generators S1]S2 and defined by the relations
from R1]R2 together with a relation wϕ(w′)−1 for each element h ∈ Λ1 and every two words
w ∈ (S1 ] S−1

1 )∗, w′ ∈ (S2 ] S−1
2 )∗ corresponding respectively to h and φ(h) in Γ1 and Γ2.

We call Γ a factor of the amalgamated free product Γ1 ∗Λ1 Γ2.
A splitting of Γ over a subgroup Λ of Γ is a decomposition of Γ into either an HNN-

extension or an amalgamated free product with respect to subgroups isomorphic to Λ. A
splitting is trivial if Γ equals to one of the base subgroups involved in its decomposition.
Stallings’ theorem [Sta68] states that every group with at least 2 ends admits a non-trivial
splitting over a finite subgroup. We define accessibility inductively as follows: a finitely
generated group Γ is accessible if:

• Γ has at most one end,
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• or Γ admits a non-trivial splitting over a finite subgroup such that the factors of the
splittings are accessible.

In other words, Γ is accessible if there exists at least one finite sequence of splittings over
finite subgroups starting from Γ which are given by Stallings’ theorem. Walls [Wal71] proved
that a finitely generated group is accessible if and only if every sequence of splittings given
by Stallings’ theorem is finite. A graph theoretical version of Stallings’ theorem has been
recently proved for quasi-transitive locally finite graphs, where tree-amalgamations play the
role of splittings [HLMR22]. In particular, the authors asked if a characterization similar to
the one of Walls holds for vertex-accessible quasi-transitive graphs, with respect to the oper-
ation of tree-amalgamation they consider. We briefly mention a few other known properties
about accessibility in finitely generated groups. It can be shown using Bass-Serre theory that
a group is accessible if and only if it is the fundamental group of a finite graph of groups
with finite edge-groups and whose vertex-groups have at most one end. As we mentioned
in the introduction, Thomassen and Woess [TW93] proved that a finitely generated group
is accessible if and only if one of its Cayley graphs is vertex-accessible. Finally, Dunwoody
[Dun85] proved that every finitely presented group is accessible.

13 Bounded treewidth, planar and K∞-minor-free groups
In this section, we present structural characterisations of finitely generated groups whose
Cayley graphs satisfy the properties studied in Sections 4, 5 and 7. The goal of this section
is to survey some known structural properties of such groups, which appear to correspond
to the group counterpart of the graph theoretical results we presented in Chapter 1. Results
presented in Sections 13.1 and 13.2 are well-known results, while results from Section 13.3
are corollaries of the results from Section 7.

13.1 Virtually free groups

A finitely generated group Γ is said to be virtually free if it contains a free subgroup of finite
index. Similarly, Γ is said to be virtually cyclic if it contains a cyclic subgroup of finite
index. In particular, note that a virtually cyclic group Γ is infinite if and only if it contains
a subgroup of finite index which is isomorphic to Z. In this case, we say that Γ is virtually
Z. More generally, if Γ and Λ are any two finitely generated groups such that Γ contains a
subgroup isomorphic to Λ with finite index in Γ, then we say that Γ is virtually Λ. We say
that two finitely generated groups Γ,Γ′ are commensurable if there exists a finitely generated
group Λ such that both Γ and Γ′ are virtually Λ. It is not hard to prove that if Γ and Γ′ are
commensurable, then they are quasi-isometric. However the converse is false in general (see
[dlH00, IV.44, IV.47, IV.48]).

Note that by Lemma 4.1 and Theorem 4.3, the property for a locally finite graph of
having bounded pathwidth/treewidth is a quasi-isometric invariant. We thus say that a
finitely generated group Γ has finite pathwidth (respectively treewidth) if at least one (and
thus all) of its locally finite Cayley graphs has finite pathwidth (respectively treewidth).
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A well-known result in geometric group theory states that finitely generated 2-ended
groups are exactly the groups that are virtually Z (see for example [DK18, Proposition
9.23]), thus by Lemma 4.1 they correspond exactly to the finitely generated groups having
one (or equivalently all) locally finite Cayley graph of bounded pathwidth. A result of Woess
[Woe89] states that finitely generated groups whose ends are thins (or equivalently that have
finite treewidth by Theorem 4.3) correspond exactly to the virtually free groups. Virtually
free groups form a rich class of groups and admit many known characterisations of different
flavours. We only mention here that virtually free groups correspond exactly to the groups
acting on a tree with finite vertex stabilizers [KPS73]. In particular, by Bass-Serre theory,
the virtually free groups are exactly the groups that are isomorphic to the fundamental group
of a finite graph of groups with finite vertex-groups and edge-groups. We refer to [Ant11] for
a (non exhaustive) list of properties equivalent to the property of having bounded treewidth
in Cayley graphs.

13.2 Planar groups

If X is a metric space and Aut(X) denotes the group of isometries of X, we say that a group
Γ is a discontinuous group of isometries of X if it is a subgroup of Aut(X) such that for any
x ∈ X, there exists an open neighborhood Ux of x such that for every element g ∈ Γ \ {1Γ},
g · Ux ∩ Ux = ∅.

A finitely generated group Γ is said to be planar if it admits a finite set S of generators
such that Cay(Γ, S) is planar. Note that unlike the property of having bounded-treewidth,
being planar is not a quasi-isometric invariant, hence the property of being planar for a group
relies on the choice of a special generating set. Nevertheless, planarity is still significant
from a group perspective: as mentioned in Section 1, by a result of Maschke [Mas96], the
finite planar groups are exactly the countable discontinuous groups of isometries of the 2-
dimensional sphere S2. In the same paper, Maschke also characterized the finite planar
groups as those admitting a presentation 〈S | R〉 such that the associated simplified Cayley
complex admits an embedding in S2.

A finitely generated group Γ is said to be planar discontinuous if there exists a finite
presentation 〈S | R〉 of Γ such that the associated simplified Cayley complex is planar,
i.e., embeddable either in S2 or R2. Note that the basic definition of planar discontinuous
from Zieschang, Volgt and Coldewey [ZVC80] differs from the one we gave, however it is
shown in [ZVC80, Theorems 4.13.11, 6.4.7 and Corrolary 4.13.15] that both definitions are
equivalent. Planar discontinuous groups form a rich class of groups, and thanks to the works
of Zieschang, Volgt, Coldewey [ZVC80] and of Muller and Schupp [MS83], their algebraic
structure is well understood. Among other characterisations, one can mention the followings.

Theorem 13.1 ([ZVC80, Bab97, Geo14]). Let Γ be a finitely generated group. Then the
following are equivalent:

(i) Γ is planar discontinuous;

(ii) there exists a finite set S of generators of Γ such that Cay(Γ, S) is a VAP-free planar
graph;
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(iii) Γ is isomorphic to a subgroup of some discontinuous countable group of isometries of
either S2, or R2 or of the hyperbolic plane H2.

Moreover, if Γ has one end, the previous items are equivalent to the following:

(iv) Γ admits a regular and quasi-transitive group action on a locally finite planar graph.

We briefly explain how to obtain the equivalences of Theorem 13.1 from the references
we gave. The equivalence (i) ⇔ (ii) is proved in [Geo14], while (i) ⇔ (iii) is proved in
[ZVC80, Theorems 4.13.11, 6.4.7 and Corrolary 4.13.15]. Assume now that Γ has one end.
The implication (ii) ⇒ (iv) is immediate and holds in general for groups with an arbitrary
number of ends, as a group always acts transitively and regularly on any of its Cayley graphs.
To show (iv) ⇒ (iii), assume that Γ admits a regular and quasi-transitive group action on
some locally finite planar graph G. A graph H is a topological minor of G if V (H) ⊆ V (G),
and if for every edge uv ∈ E(H), there exists a path Puv from u to v in G − V (H) such
that for every two different edges uv, u′v′ ∈ E(H), the paths Puv and Pu′v′ do not intersect
each other, except possibly in their extremities. Then by Lemma 12.2, G is quasi-isometric
to any locally finite graph of Γ, so in particular G has one end. By [Bab97, Theorem 4.1],
there exists a topological subgraph H of G which is locally finite, one-ended, 3-connected
and such that Γ induces a quasi-transitive group action on H. Note that Theorem 4.1 in
[Bab97] is stated in the special case where Γ = Aut(G), however its proof still holds if we
replace it with any group Γ acting quasi-transitively on G. By [Bab97, Theorem 4.2], H
admits an embedding into some metric space X, with X ∈ {S2,R2,H2} and such that every
automorphism of X is induced by an isometry of X. In particular, by our remark from
Section 5 that every locally finite quasi-transitive one-ended planar graph is VAP-free, H
must be VAP-free. Moreover, it follows from the proof of Theorem 4.2 in [Bab97] that the
embedding of H in X has no accumulation point, implying that Γ is a discontinuous group
of isometries of X, as desired.

As every one-ended locally finite planar quasi-transitive graph is VAP-free, Theorem
13.1 implies in particular that every one-ended planar group is planar discontinuous. The
surface group Γg of genus g for g > 0 is the fundamental group of the closed orientable
surface of genus g. For each g > 1, the surface group of genus g can alternatively be defined
by the finite presentation

〈a1, b1, . . . , ag, bg | [a1, b1] . . . [ag, bg]〉,

where for every two letters a, b, we set [a, b] := abab. When g = 1, Γg is isomorphic to (Z2,+)
and thus planar, while if g > 2, it is well-known that Γg is a planar discontinuous group and
admits a VAP-free planar Cayley graph that embeds isometrically into the hyperbolic plane
H2. Moreover, for every g > 2, Γ2 contains Γg as a subgroup of finite index. We say that
a group is a virtually surface group if there exists g ∈ N such that Γ is virtually Γg. The
following result states that planar discontinuous groups are algebraically close from surface
groups.

Theorem 13.2 ([BN46], [Fox52]). Every planar group with at most one end is a virtually
surface group.
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Putting all of these results together, we hope that the reader is convinced that virtually
surface groups are well-known from a structural perspective. To describe more generally
the structure of planar groups which are not necessarily planar discontinuous, one can refer
to the work of Droms [Dro06], who found an explicit inductive way of decomposing any
finitely generated planar group into free products with amalgamations and HNN-extensions,
with special contraints taking into account the planar embeddings of the Cayley graphs
involved. Droms’ process of decomposition always ends after a finite number of steps, and
the decomposition it gives has to be seen as the group counterpart of Theorem 5.8.

To complete the picture on planar groups, one should also mention the class of finitely
generated groups Γ that admit some locally finite Cayley graph Cay(Γ, S) with a planar
embedding which is covariant, i.e., such that every element of Γ induces an automorphism of
Cay(Γ, S) that maps every facial path to a facial path. These groups form a proper subclass
of the class of planar groups, and a proper superclass of the class of planar discontinuous
groups, and can be characterized as groups admitting a faithful, proper discontinuous and
co-compact group action by homeomorphisms on the sphere S2, the plane R2, the open
annulus, or the Cantor sphere [Geo20, Theorem 1.1 and Proposition 10.1].

13.3 Minor-excluded groups

We say that a finitely generated group Γ is K∞-minor-free if there exists a finite set of
generators S such that Cay(Γ, S) is K∞-minor free. As an immediate corollary of Theorem
7.1, we show that K∞-minor-free groups have a very specific structure.

Theorem 13.3. Let Γ be a finitely generated K∞-minor-free group. Then Γ is isomorphic
to the fundamental group of a finite graph of groups (G0,G) such that:

• Every vertex group is finitely generated and either finite or one-ended planar,

• Every edge-group is finite.

Proof. Let S be a finite set of generators such that the graph G := Cay(Γ, S) is K∞-minor
free. By Theorem 7.3, there exists a Γ-canonical tree-decomposition (T, (Vt)t∈V (T )) of G of
finite adhesion, whose torsos are minors of G which are either 3-connected planar quasi-
transitive graphs or finite, and with tight edge-separations, implying that E(T ) has finitely
many Γ-orbits. We let G+ be the supergraph of G with vertex set V (G) and edge-set
E(G+) :=

⋃
t∈V (T ) E(GJVtK). Then, (T,V) is also a tree-decomposition of G+. As E(T ) has

finitely many Γ-orbits, for every vertex v ∈ V (G), the set {t ∈ V (T ) : v ∈ Vt} must be
finite, so G+ is also locally finite. Moreover, as (T,V) is Γ-canonical, Γ still defines a regular
transitive action on G+, and we have for each t ∈ V (T ), G+JVtK = G+[Vt] = GJVtK. For each
t ∈ V (T ) such that GJVtK has at least 2 ends, there exists by Corollary 5.9 a Γt-canonical
tree-decomposition (Tt,Vt) of GJVtK whose parts are planar, connected with at most one
end, and such that E(Tt) has finitely many Γt-orbits. Thus applying Corollary 3.15, there
exists a Γ-canonical tree-decomposition (T ′, (V ′t )t∈V (T ′)) of G+ with finite adhesion refining
(T, (Vt)t∈V (T )), such that E(T ′) has finitely many Γ-orbits and whose parts are connected,
planar with at most one end. As the action of Γ is regular on G+, for each t ∈ V (T ′),
Γt also induces a regular group action on G+[V ′t ], and by Lemma 3.17, this action is also
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quasi-transitive. Thus for each t ∈ V (T ′) such that Vt is finite, Γt must be finite and, for
the same reasons, for each e ∈ E(T ′), Γe is also finite. Moreover, for each t ∈ V (T ′) such
that G+[V ′t ] is infinite, as the graph G+[V ′t ] is planar, quasi-transitive with one end, the
implication (iv)⇒ (i) from Theorem 13.1 implies that Γt is a one-ended planar group. Thus
we immediately obtain the desired result after applying Lemma 12.4 to the action of Γ on
T ′.

Note that Theorem 13.3 implies that K∞-minor-free groups are accessible, which can
alternatively be proved using Theorem 8.2 together with Thomassen-Woess’ characterisation
of accessible groups [TW93]. In fact we obtain as a direct consequence of Theorem 8.3 the
more general result that K∞-minor-free groups are finitely generated, generalizing a result
of Droms [Dro06] who proved that planar groups are finitely presented.

Corollary 13.4. Let Γ be a finitely generated K∞-minor-free group. Then Γ is finitely
presented.

Proof. We let G := Cay(Γ, S) be a locally finite Cayley graph of Γ which is K∞-minor-free,
and consider the left action of Γ on G. Let W denote a finite set of representatives of
the Γ-orbits of the Γ-invariant generating set of closed walks of G obtained after applying
Theorem 8.3 to G. Note that for every W ∈ W , if rW denotes the sequence of labels of W
with respect to S, then the set of closed walks of G labelled by rW is exactly the orbit Γ ·W
of W . Thus by Lemma 12.3, 〈S | rW ,W ∈ W〉 is a finite presentation of Γ.

14 Subshifts of finite type and the domino problem
In this section as well as in Section 15, we will adopt notations and vocabulary from symbolic
dynamics (see [ABJ18, Chapter 9]). In particular, as we will manipulate more groups than
graphs, we will change our convention and denote groups and group elements with letters
from the latin alphabet. Theorem 14.7 from Section 14 comes from the paper [EGLD23].
The proof we give there is shorter and based directly on Theorem 13.3.

14.1 Subshifts of finite type

Configurations, patterns, SFTs. Let G be a finitely presented group and A be a finite
alphabet. We call elements of AG configurations of G. For any finite subset F of G, we call
any coloring p ∈ AF a pattern of G, and denote with supp(p) := F the support of p. For
every configuration x ∈ AG and every h ∈ G, we define its h-translation h ·x ∈ AG by setting
h · x(g) := x(h−1 · g) for each g ∈ G. We say that x avoids a pattern p ∈ AF if for every
h ∈ G, (h · x)|F 6= p. For any finite set of patterns F , we let XF be the set of configurations
that avoid every pattern from F . A subshift of finite type (or simply SFT) is a set X ⊆ AG

for which there exists some finite set of forbidden patterns F such that X = XF .
Remark 14.1. If F is a set of patterns which is not necessarily finite, then the set X = XF ⊆
AG of configurations of G avoiding every pattern from F is simply called a subshift. Note
that subshifts exactly correspond to subsets of AG which are G-invariant, with respect to
the action of G by translation on AG we defined above.
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For every s ∈ G, an s-pattern is a pattern with support {1G, s}. For short, when p is
an s-pattern we will describe it with the triple (p(1G), s, p(s)). If S is a finite generating set
of G, a subset X ⊆ AG is a nearest-neighbor SFT with respect to S if there exists a set F
of forbidden patterns such that X = XF and such that for every p ∈ F , there exists some
s ∈ S such that p is an s-pattern. In other words, a nearest-neighbor SFT with respect to S
can be seen as the set of vertex-colorings of Cay(G,S) that avoid some forbidden patterns
F , where each pattern p ∈ F is a coloring of the two endpoints of one of the (labelled) edge
{1G, s} in Cay(G,S). Note that in particular, as S is finite every nearest-neighbor SFT with
respect to S is also an SFT.

A basic property of an SFT X = XF , is that it is G-invariant, with respect to the action
of G on the configurations AG we defined earlier: for every x ∈ X and h ∈ G, if x avoids the
patterns from F , then so does h · x, thus x ∈ X if and only if h · x ∈ X.
Example 14.2. If A := [k] for some fixed k ∈ N \ {0}, note that the set Xcol of proper
k-colorings of Cay(G,S) is a nearest-neighbor SFT with respect to S, defined by the set of
forbidden patterns

F := {(c, s, c) : c ∈ A, s ∈ S}.
We also let X ′col be the set of proper k-edge-colorings of Cay(G,S), and consider the alphabet
B := AS consisting of the injective colorings of the open neighborhood of 1G in Cay(G,S)
with k-colors. Then X ′col is described by the nearest-neighbor SFT XF ′ on the alphabet B
where

F ′ := {(c1, s, c2) : c1(s) 6= c2(s−1)}.
Indeed, for any proper k-edge-coloring c : E(Cay(G,S)) → A, we can associate a unique
configuration x ∈ X ′F ′ defined as follows: for each g ∈ G and s ∈ S, we let x(g)(s) :=
c({g, g · s}). Then as c is a proper coloring, x(g) : S → A is injective so x(g) ∈ B, and
as c is defined on the unordered pairs of adjacent vertices, x ∈ XF ′ . Reciprocally, every
configuration x ∈ X ′col uniquely defines a proper k-edge-coloring c of Cay(G,S) defined on
each edge {g, g · s} by c({g, g · s}) := x(g)(s). The definition of F ′ implies that for each
g ∈ G, s ∈ S, c({g · s, (g · s) · s−1}) = x(g · s)(s−1) = x(g)(s) = c({g, g · s}), hence c is
well-defined.
Example 14.3. One of the most famous problems from symbolic dynamics is the Wang tiling
problem. AWang tile is an axis-parallel square with edges of size 1 drawn the Euclidian plane,
whose four edges are given colors from a finite alphabet A (see Figure 2.1). In particular,
we insist that a tile is embedded in the plane, so its four edges correspond to four different
directions, and we do not consider tiles up to rotation. In the Wang tiling problem, we are
given as input a finite set W of Wang tiles, and we must decide if there exists a valid tiling
of the infinite square grid G using only the tiles of W , i.e., a mapping c : V (G) → W such
that every two tiles sharing a common edge must agree on the color of their common edge.
If we let G := (Z2,+) and fix a the canonical set of generators S := {a, b, a−1, b−1}, with
a := (1, 0), b := (0, 1), then a Wang tile is exactly a local coloring c : S → A of the open
neighborhood of 1G in Cay(G,S). In particular, if we fix a finite set W ⊆ AS of Wang tiles,
let B :=W and consider the set of forbidden patterns

F := {(c1, s, c2) : c1(s) 6= c2(s−1)},
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then valid Wang tilings correspond exactly to configurations of the nearest-neighbor SFT
XF .

Figure 2.1: Left: a finite set of Wang tiles. Right: a partial valid Wang tiling.

A morphism between two SFTs X ⊆ AG and Y ⊆ BG is a continuous map σ : X → Y
such that for any x ∈ X, h ∈ G, we have σ(h · x) = h · σ(x). If σ is a bijection, we call it a
conjugacy and we then say that X and Y are conjugate. The following result will allow us
to consider nearest-neighbors SFTs in what follows, up to taking conjugate.

Proposition 14.4 (Proposition 9.3.21 in [ABJ18]). Every SFT is conjugate to some nearest-
neighbor SFT.

14.2 Domino Problem

Given a finitely generated group G, together with a finite set S of generators, the domino
problem on (G,S) asks, when given as input a finite set of forbidden patterns F which is
nearest-neighbor with respect to S, if XF 6= ∅. For any two finite generating sets S, S ′, it
is known [ABJ18, Proposition 9.3.26] that the domino problem on (G,S) is decidable if and
only if the domino problem on (G,S ′) is decidable. Thus we will only talk about the domino
problem on G, without precising the finite set of generators S.

A central result in symbolic dynamics is Berger’s theorem [Ber66], which states that
the Wang tiling problem that we introduced in the previous subsection is undecidable. In
particular, due to the observations from Example 14.3, it immediately implies that the
domino problem is undecidable on (Z2,+). On the other hand, there is a simple greedy
procedure to solve the domino problem on free groups. More generally, the domino problem
is also decidable in virtually free groups [ABJ18, Theorem 9.3.37]. A remarkable conjecture
of Ballier and Stein [BS18] asserts that these groups are the only ones for which the domino
problem is decidable.

Conjecture 14.5 (Domino problem conjecture [BS18]). A finitely generated group has a
decidable domino problem if and only if it is virtually free.
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Conjecture 14.5 has been proved for many group classes. Among others, it holds for
polycyclic groups, surface groups and more generally hyperbolic groups [Jea15a, ABM19,
Bar23b]. From a graph theoretic perspective, this conjecture seems quite natural: Berger’s
theorem asserts that the domino problem is undecidable for grids, and this conjecture states
that there should be a way to generalize Berger’s result to prove that any group whose Cayley
graph admits the infinite grid as a minor (and thus has unbounded treewidth) has also
undecidable domino problem (recall that by [GH24], any Cayley graph of infinite treewidth
admits the infinite grid as a minor). From this point of view, a natural question is whether
Conjecture 14.5 holds for K∞-minor-free groups. We prove in Theorem 14.7 below that this
is indeed the case, as an almost immediate consequence of Theorem 13.3. In particular, it
generalizes and unifies the already known results we mentioned above from [Ber66, ABM19]
stating that the domino problem is undecidable on Z2 and more generally on surface groups,
and implies that Conjecture 14.5 holds for planar groups. To prove this, we will need the
following result of Thomassen, which is tightly related to Theorem 7.7, and which will allow
us to reduce the K∞-minor-free case to the planar case.

Theorem 14.6 (Theorem 5.7 in [Tho92]). Let G be a locally finite, transitive, non-planar,
one-ended graph. Then G contains the countable clique K∞ as a minor.

Theorem 14.7. Let G be a finitely generated group excluding the countable clique K∞ as a
minor. Then the domino problem is undecidable on G if and only if

• G is one-ended, or

• G has an infinite number of ends and has a one-ended planar subgroup which is finitely
generated.

In particular, these situations correspond exactly to the cases where G is not virtually free.

Proof. Let G be a finitely generated K∞-minor-free group and let S be a finite set of gener-
ators such that Cay(G,S) excludes K∞ as a minor. If G has 0 end, then it is finite and the
domino problem is decidable. If G has 2 ends then G is virtually Z and the domino problem
is also decidable. If G is one-ended, then since G is transitive and excludes the countable
clique K∞ as a minor, it follows from Theorem 14.6 that G is (one-ended) planar. By The-
orem 13.2, G contains the surface group Γg of genus g > 1 as a subgroup. By [ABM19,
Corollary 18], the domino problem is undecidable for Γg. It is known that for every finitely
generated subgroup H of a finitely generated group G, if the domino problem is undecidable
for H then it is also undecidable for G [ABJ18, Proposition 9.3.30]. This implies that if G
is one-ended, then the domino problem is undecidable for G.

Assume now that G has an infinite number of ends. By Theorem 13.3, G is isomorphic
to a finite fundamental graph of groups with finite edge-groups, and whose vertex-groups
are planar with at most one end. If G is not virtually free, then by a result of Karrass,
Pietrowski and Solitar [KPS73] one of the (finitely presented) vertex-groups Gu (which is a
subgroup of G) in is one-ended. By the paragraph above, the domino problem is undecidable
for Gu, and since Gu is a subgroup of G, the domino problem is also undecidable for G.
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In [Mac23], MacManus established the following structural characterisation of finitely
generated groups admitting at least one (and thus all) Cayley graph that is quasi-isometric
to a planar graph.

Theorem 14.8 (Corollary D in [Mac23]). A finitely generated group G admits a Cayley
graph that is quasi-isometric to a planar graph if and only if G is virtually a free product of
finitely many free groups and surface groups.

Note that Theorem 14.8 immediately implies that Theorem 14.7 still holds if we replace
the hypothesis for G to be K∞-minor-free by the hypothesis that G admits a Cayley graph
that is quasi-isometric to a planar graph, which by Theorem 8.7 is a more general assumption.

15 Aperiodic subshifts of finite type
Let A be a finite alphabet. Then a configuration x ∈ AZ is nothing more than a sequence of
elements of A indexed by Z, and a natural notion of periodicity emerges: we say that x is
periodic if there exists some period P ∈ N \ {0} such that for each i ∈ Z, x(i+P ) = x, or in
other words with notations from the previous subsection if P ·x = x. It is an easy exercise to
see that any nonempty SFT on Z admits a periodic configuration, and a consequence is the
existence of a very natural algorithm to solve the domino problem on Z. For more general
groups than Z, there are different notions of periodicity, and we will see that in general it is
not true anymore that nonempty SFTs always admit periodic configurations.

In subsection 15.1, we will introduce the various notions of periodicity and aperiodicity
that are usually studied in symbolic dynamics, and give a positive answer to a Conjecture
of Carroll and Penland (see Conjecture 15.7 below) in the special case of K∞-minor free
groups. In subsection 15.2, we will study the (non-)equivalence between two different notions
of aperiodicity in some restricted classes of groups. The results and proofs from subsection
15.2 come from a joint work in progress with Etienne Moutot and Solène Esnay.

15.1 Periodicity and aperiodicity

Weak and strong periodicity. We use here the definitions of periodicity and aperiodicity
from [CP15]. We let G be a finitely generated group and A a finite alphabet. A configuration
x ∈ AG is weakly periodic if StabG(x) 6= {1G}, and x is strongly periodic if StabG(x) has
finite index in G, or equivalently if the orbit G · x of x is finite.

A SFT X ⊆ AG is weakly aperiodic if it does not contain any strongly periodic configu-
ration. Similarly, X is said to be strongly aperiodic if it does not contain any weakly periodic
configuration.

A finitely generated group G is weakly periodic (respectively strongly periodic) if every
nonempty SFT X ⊆ AG, contains at least one weakly (respectively strongly) periodic con-
figuration. In other words, a group is weakly (respectively strongly) periodic if and only if
it does not admit a strongly (respectively weakly) aperiodic SFT.

Remark 15.1. Let x ∈ AG. Then x is strongly periodic if and only if G induces a quasi-
transitive group action on the colored graph (Cay(G,S), x). This follows from the fact
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that the elements of G which induce automorphisms of the colored graph (Cay(G,S), x) are
exactly the elements from StabG(x). Thus the G-orbits of the vertices of the colored graph
(Cay(G,S), x) correspond to the different right-cosets {StabG(x) · g : g ∈ G}.
Remark 15.2. If X and Y are two conjugate SFTs on G, then it is not hard to check that X
is weakly (respectively strongly) aperiodic if and only if Y is weakly (respectively strongly)
aperiodic.

Lift. If G,H are finitely generated groups such that H is a subgroup of G, and if X :=
XF ⊆ AH is an SFT on H with respect to a finite set F of forbidden patterns, then its
lift X↑ ⊆ AG is the SFT on G defined by the same set of forbidden patterns F , where we
consider F as a set of patterns of G (recall that H ⊆ G). It was observed in [Jea15b] that
taking lifts preserves the property of being weakly aperiodic.

Proposition 15.3 (Proposition 1.1 in [Jea15b]). Let G,H be two finitely generated groups
such that H is a subgroup of G, and let X be an SFT on H. If X is weakly aperiodic, then
X↑ is weakly aperiodic.

Remark 15.4. Note that Proposition 15.3 does not hold anymore in general if we consider
strong aperiodicity instead of weak aperiodicity: if H is any finitely generated group that
admits a strongly aperiodic SFT X ⊆ AH (one can take for example H := Z2 [Ber66]),
and if G := H × (Z/kZ) for some k > 2, then it is not hard to see that X↑ ⊆ AG is not
strongly aperiodic anymore: let x ∈ X and define the configuration x↑ ∈ AG by setting for
each (g, i) ∈ G, x↑(g, i) := x(g). Then by definition of X↑, we have x↑ ∈ X↑, but for any
i ∈ (Z/kZ) \ {0}, the element g := (1H , i) ∈ G \ {1G} is such that g · x↑ = x↑, implying that
x↑ is a weakly periodic configuration.

Barbieri [Bar23a, Proposition 3] recently gave necessary and sufficient conditions for a
lift X↑ of an SFT to be strongly aperiodic. For our purpose, we only extract the following
result:

Theorem 15.5 (Corollary of Proposition 3 in [Bar23a]). Let G,H be finitely generated
groups such that H is a subgroup of G and let X be an SFT on H. Assume that there exists
some element g ∈ G \ {1G} such that for all n > 0 and t ∈ G,

tgnt−1 /∈ H \ {1H}.

Then X↑ is not strongly aperiodic on G.

Carroll and Penland’s conjecture. It is well known that Z is strongly periodic, i.e.,
that it admits no weakly aperiodic SFT. Indeed, by Proposition 14.4 and Remark 15.2,
it is enough to show that Z admits no weakly aperiodic nearest-neighbor SFT, which is
an easy exercise. We recall that every 2-ended finitely generated group contains Z as a
subgroup of finite index. Using [CP15, Theorem 2] which states that strong periodicity is a
commensurability invariant, we immediately get the following result.

Proposition 15.6. Every 2-ended finitely generated group G is strongly periodic.
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In fact, Carroll and Penland conjectured that a converse of Proposition 15.6 should
hold.

Conjecture 15.7 ([CP15]). A finitely generated group is strongly periodic if and only if it
is virtually cyclic.

As for the domino problem conjecture, Conjecture 14.5 is natural from a graph theoretic
point of view: Piantadosi [Pia08] proved that non-abelian free groups admit weakly aperiodic
SFT, and thus that they are not strongly periodic. In particular, non-abelian free groups
are exactly the groups admitting a regular infinite tree as a Cayley graph of degree at least
4. From this perspective, Conjecture 15.7 asks if this aperiodicity property still holds if we
relax this hypothesis by simply assuming that G has at least one (and thus all) Cayley graph
which contains the infinite regular tree of degree at least 3 as a minor (which by Lemma 4.1
is equivalent to not being virtually cyclic).

Putting together Theorem 15.6 with our remarks from Example 14.2 and Remark 15.1,
we immediately obtain the following remark which gives a positive answer to Problem 10.1 for
2-ended Cayley graphs (which we already proved more generally for 2-ended quasi-transitive
graphs by Theorem 10.3).

Remark 15.8. For any 2-ended finitely generated group G and every finite generating set S,
if k := χ(Cay(G,S)) (respectively k := χ′(Cay(G,S))) then there exists a proper k-coloring
(respectively k-edge-coloring) c of Cay(G,S) such that (Cay(G,S), c) is quasi-transitive.

Again, as for the domino problem conjecture, our previous structural results give a
positive answer to Conjecture 15.7 for K∞-minor-free groups, and more generally for groups
with Cayley graphs which are quasi-isometric to a planar graph. We directly prove it for the
second class of groups.

Theorem 15.9. Let G be a finitely generated group and S a finite set of generators such
that Cay(G,S) is quasi-isometric to a planar graph. Then G admits a weakly aperiodic SFT
if and only if G has one or infinitely many ends.

Proof. By Theorem 14.8, G is virtually a free product of finitely many free groups and
surface groups. Recall that Carroll and Penland [CP15, Theorem 2] proved that if G,H are
two finitely generated commensurable groups, then G admits a weakly aperiodic SFT if and
only if H does, hence we may assume without loss of generality that G is just a free product
of finitely many free groups and surface groups. Berger [Ber66] proved in his seminal work
that Z2 admits a weakly aperiodic SFT, and Cohen and Goodman-Strauss [CGS17] proved
that every surface group of genus g > 2 also has a weakly aperiodic SFT. By Proposition
15.3, if some subgroup of G has a weakly aperiodic SFT, so does G. In particular, if some of
the factors involved in the decomposition of G as a free product is an infinite surface group,
i.e., a surface group Γg with g > 1, then G must admit a weakly aperiodic SFT. Assume
that G admits such a subgroup. We show that in this case, G has either one or infinitely
many ends. Let H be a subgroup of G isomorphic to a surface group of genus g > 1. By
Theorem 12.1, there exists a finite set of generators S ′ of H such that Cay(H,S ′) is a minor
of Cay(G,S). As surface groups are one-ended, by [Tho92, Proposition 5.6] the end of H is
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thick. In particular, as Cay(H,S ′) is a minor of Cay(G,S), the graph Cay(G,S) must have
at least one thick end. It implies that G cannot have 0 or 2 ends.

To conclude the proof, it remains to prove that the desired result holds if G is a free
product of finitely many free groups. In this special case, G must be itself virtually free.
In particular, if G is not virtually cyclic, it must contain a non-abelian free group as a
subgroup, which by [Pia08] contains a weakly aperiodic SFT. Applying again Proposition
15.3, we conclude that in this case, G also has a weakly aperiodic SFT.

15.2 Separating weak and strong aperiodicity

Weakly but not strongly aperiodic SFTs. In view of the definitions from the previous
subsection, a very natural question is the following: which groups G admit a weakly but
not strongly aperiodic SFT? First, observe that such SFTs cannot exist in virtually cyclic
groups, as we observed previously that such groups do not even have a weakly aperiodic SFT.
A folklore result in tiling theory is that Z2 also enjoys this property, i.e., that any weakly
aperiodic SFT X on Z2 is also strongly aperiodic. However, this is not true anymore when
considering Zd for d > 3, which admits a weakly but not strongly aperiodic SFT. Among
other, one can also find weakly but not strongly aperiodic SFTs in the following cases:

• If G has infinitely many ends, then on the one hand, by a result of Cohen [Coh17,
Theorem 1.5] it cannot have a strongly aperiodic SFT. On the other hand, G has a
non-abelian free subgroup H of finite rank (see for example [AMO07, Corollary 1.3]),
and by [Pia08], H admits a weakly aperiodic SFT X. Hence by Proposition 15.3, X↑
is a weakly but not strongly aperiodic SFT in G.

• Based on a construction of Aubrun and Kari [AK13], Moutot and Esnay [EM22] con-
structed a weakly but not strongly aperiodic SFT in Baumslag Solitar groups BS(m,n)
for any m,n > 1.

• If G = Z2× (Z/kZ) for some k > 2, then G admits a weakly but not strongly aperiodic
SFT: let X be a weakly aperiodic SFT on Z2 given by [Ber66]. We claim that its lift X↑
in G is weakly but not strongly aperiodic: by Proposition 15.3, X↑ is weakly aperiodic.
Moreover, Remark 15.4 immediately implies that X↑ is not strongly aperiodic.

• In fact, one can show that if G is virtually Z2, then it admits a weakly but not strongly
aperiodic SFT if and only if it is torsion-free, generalizing the observation from the
previous item.
Apart from the few examples we gave, we do not know if there exists any other finitely

generated group admitting a weakly but not strongly aperiodic SFT. In a similar fashion to
Conjectures 14.5 and 15.7, Nicolas Bitár recently conjectured that these cases should be the
only ones for which we can find a weakly but not strongly aperiodic SFT.

Conjecture 15.10 ([Bit24]). Let G be a finitely generated group. Then G admits a weakly
but not strongly aperiodic SFT if and only if it is neither virtually cyclic, nor torsion-free
virtually Z2.
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We prove in the next two theorems that Conjecture 15.10 holds for groups admitting
a presentation with one relation and at least 3 generators, and for groups having a Cayley
graph which is quasi-isometric to a planar graph which are neither virtually cyclic, nor
virtually Z2.

Theorem 15.11. Let G be a group which is not virtually cyclic and 〈S | r〉 be a presentation
of G such that |S| > 3 and r is a cyclically reduced non-empty word. Then G admits a weakly
but not strongly aperiodic SFT.

Observe that as the group Z2 admits the presentation 〈a, b | abab〉, we cannot relax
the condition |S| > 3 in Theorem 15.11. Finitely generated groups admitting a presentation
〈S | R〉 such that S is finite and |R| = 1 are usually called one-relator groups in the literature
and form a rich class of group which attracted a lot of attention. We will only use a few
known results about them and refer the interested reader to [BF95] for further results and
questions. In particular, note that for every g > 2, the surface group Γg of genus g satisfies
the conditions of Theorem 15.11, implying immediately the following.

Corollary 15.12. For every g > 2, the surface group Γg admits a weakly but not strongly
aperiodic SFT.

According to the discussion at the beginning of [CGSR22], the existence of weakly but
not strongly aperiodic SFTs in hyperbolic groups should follow from [Gro87, Paragraph 8.4]
and [CP93], implying in particular Corollary 15.12.

Combining Corollary 15.12 together with MacManus’ structure theorem (Theorem 14.8),
we will show that Conjecture 15.10 holds in the special case of K∞-minor-free groups, and
more generally for groups having a Cayley graph which is quasi-isometric to a planar graph.

Theorem 15.13. Let G be a group which is not virtually H for every H ∈ {{1G},Z,Z2},
and S be a finite set of generators of G such that Cay(G,S) is quasi-isometric to a planar
graph. Then G admits a weakly but not strongly aperiodic SFT.

Subgroups of finite index. Note that because of the previous example Z2× (Z/kZ), the
property of admitting a weakly but not strongly aperiodic SFT is not a commensurability
invariant in general, as Z2 does admit such an SFT. Nevertheless, we prove that one direction
still holds, namely that if some subgroup of finite index in G admits a weakly but not strongly
aperiodic SFT, then it is also the case for G.

Lemma 15.14. Let G be a finitely generated group and H be a finitely generated subgroup
of G of finite index. If H has a weakly but not strongly aperiodic SFT then so does G.

Note that the SFT we construct in the following proof does not consist in just taking
the lift of a weakly but not strongly aperiodic SFT on H. Our construction is quite close to
the higher block shift defined in [CP15], but we are not aware of any previous proof of this
particular result.
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Proof. We let SH be a finite set of generators for H and X ⊆ AH be a weakly but not
strongly aperiodic SFT of H on some finite alphabet A. By Proposition 14.4, X is conjugate
to a nearest-neighbor subshift, so as the property of being weakly or strongly aperiodic is
preserved under conjugation, we may assume without loss of generality that X is a nearest-
neighbor subshift with respect to SH , and let FH denote its associated set of forbidden
patterns. We let g1, . . . , gk ∈ G be representatives of the different right cosets H ·g1, . . . , H ·gk
of H with k := [G : H] ∈ N \ {0} and B := A× [k]. Assume that g1 = 1G. For each a ∈ SH
and i ∈ [k], we set ai := g−1

i agi ∈ G and we consider the finite set S := {ai : a ∈ SH , i ∈ [k]}.
Recall that for every a ∈ G, an a-pattern is a pattern with support {1G, a}. We define a set
F of forbidden patterns in G with support {1G, ai} for each ai ∈ S, using the alphabet B,
as follows:

1. for each a ∈ SH and each a-pattern p ∈ FH , we add in F the ai-pattern p′ of G defined
by p′(1G) := (p(1H), i) and p′(ai) := (p(a), i) for each i ∈ [k];

2. for each a ∈ SH , c1, c2 ∈ A, i ∈ [k] and j ∈ [k]\{i} we add in F the forbidden ai-pattern
q of G defined by q(1G) := (c1, i) and q(ai) := (c2, j).

We consider Y := XF ⊆ BG the associated SFT and we will show that Y is weakly aperiodic.
Intuitively, the forbidden patterns (1) will be useful to “simulate” in each coset the dynamics
of X, while the forbidden patterns (2) will allow us to find configurations in Y in which
the elements of some coset H · gi all have their second coordinate colored i (see our remark
below).

Let π1 : B → A and π2 : B → [k] be the projections on the first and second coordinates
of B, i.e., (c, i) = (π1(c, i), π2(c, i)) for each (c, i) ∈ B.

First, let us remark that for any y ∈ Y , if there exist h ∈ H and i ∈ [k] so that
π2(y(hgi)) = i, then π2(y) is constant along the coset H · gi. Indeed, if π2(y(hgi)) = i, the
forbidden patterns (2) impose that for each a ∈ SH , π2(y(hgiai)) = i. Moreover, for all
h′ ∈ H, h′giai = (h′a)gi by definition of ai. So as SH is a generating set of H, we can prove
by induction on |h−1h′|SH that π2(y(h′gi)) = i for all h′ ∈ H.

Y is weakly aperiodic. We let y ∈ Y and show that the G-orbit of y is infinite. Let
i ∈ [k] be such that y(1G) = (c, i) for some c ∈ A. Then, the translated configuration
y′ := gi

−1 ·y ∈ Y is such that y′(gi) = (c, i). As y′ is in the G-orbit of y, it is enough to prove
that its G-orbit is infinite so without loss of generality we may assume that y(gi) = (c, i) for
some c ∈ A. In particular, the remark above implies that π2(y(hgi)) = i for all h ∈ H.

Let us consider the configuration x(y) ∈ AH defined for every h ∈ H by x(y)(h) :=
π1(y(hgi)).

We show that x(y) ∈ X. For this, let h ∈ H, a ∈ SH , and c1, c2 ∈ A be such that
x(y)(h) = c1 and x(y)(ha) = c2. We let p be the a-pattern of H defined by p(1H) := c1 and
p(a) := c2, and show that p /∈ FH (recall that X = XFH ).

Then, as π2(y(hgi)) = π2(y(hagi)) = π2(y(gi)) = i, we have y(hgi) = (c1, i) and
y(hgiai) = y(hagi) = (c2, i) so the ai-pattern pi of G defined by pi(1G) := (c1, i) and
pi(ai) := (c2, i) cannot belong to F . By definition of F , pi cannot have type (1) so in
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particular p /∈ FH . We just proved that for all h ∈ H and a ∈ SH , (x(y)(h), a, x(y)(ha)) /∈ X,
so as X is nearest-neighbor with respect to SH , it implies that x(y) ∈ X.

Note that for every h, h′ ∈ H,

x(h·y)(h′) = π1(h · y(h′gi)) = π1(y(h−1h′gi)) = x(y)(h−1h′) = (h · x(y))(h′),

thus x(h·y) = h · x(y) and in particular h · x(y) ∈ X for each h ∈ H. As X is weakly aperiodic,
x(y) has an infinite H-orbit, and the previous equality thus implies that y also has an infinite
H-orbit. In particular, y has an infinite G-orbit, showing that Y is weakly aperiodic.

Y is nonempty and not strongly aperiodic. As X is not strongly aperiodic, there exist
x ∈ X and h0 ∈ H \ {1H} such that h0 ·x = x. We define y ∈ BG by setting for every i ∈ [k]
and h ∈ H, y(hgi) := (x(h), i).

First, we show that y ∈ Y . Let p = ((c1, i), a`, (c2, j)) be any a`-pattern of y for some
a` ∈ S and let g ∈ G be such that (p(1G), p(a`)) = (y(g), y(ga`)). We will show that p /∈ F .

Assume first that i 6= j. Then p is not of type (1) and as for each a ∈ SH and g ∈ H ·gi,
we have gai ∈ H · gi, we must have ` 6= i so p is not of type (2) and we indeed get that
p /∈ F . Assume now that i = j and write g = hgi for some h ∈ H. Then p is not of type (2)
and if ` 6= i, we immediately get p /∈ F . We thus assume that ` = i = j. We then have by
definition of y that x(h) = π1(y(hgi)) = c1 and x(ha) = π1(y(hagi)) = π1(y(hgiai)) = c2 so
as x ∈ XH = XFH , the a-pattern p′ := (c1, a, c2) of H is not in FH . In particular, we just
proved that p is not of type (1), implying that p /∈ F .

Finally, let us show that h0 is a non-trivial period of y. For all g ∈ G, write g = hgi.
Then we have

h0 · y(hgi) = y(h−1
0 hgi) = (x(h−1

0 h), i) = (x(h), i) = y(hgi),

implying that h0 · y = y. We thus conclude that X is not strongly aperiodic, as desired.

Proof of Theorems 15.11 and 15.13. We call a finitely generated group a one-relator
group if it admits a presentation 〈S | R〉 such that S is finite and |R| = 1. To prove Theorem
15.11, we will need a few results about the structure of one-relator groups. In particular, the
following result plays a central role in the theory of one-relator groups.

Theorem 15.15 (Freiheitssatz [Mag30]). Let G = 〈S | r〉 be a one-relator group with r
cyclically reduced, such that s ∈ S appears in r. Then the group generated by S \ {s} is free
of rank |S| − 1.

In the remainder of the proof, we will use the following notation: for every word w
written on the alphabet A := (S ] S)∗ and every letter s ∈ A, we let |w|s ∈ Z denote the
total number of occurences of s in w minus the total number of occurences of s in w. Note
in particular that for every w ∈ A∗ and every s ∈ S, we have |w|s = −|w|s. The next
lemma will allow us to conclude when there exists some s ∈ S such that the unique relation
r defining G satisfies |r|s = 0.
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Lemma 15.16. Let G be a group, S = {a, b, c, . . .} be a finite set of generators of G of size
at least 3 and r be a cyclically reduced word such that 〈S | r〉 is a presentation of G. Assume
that c ∈ S appears in r and |r|c = 0. Then G admits a weakly but not strongly aperiodic
SFT.

Proof. Let B be the alphabet of X, i.e., such that X ⊆ BG. By Theorem 15.15, 〈a, b〉 is free
in G. Thus by [Pia08], it admits a weakly aperiodic SFT X, and Proposition 15.3 implies
that X↑ is a weakly aperiodic SFT on G. In the remainder of the proof, we set A := (S]S)∗.

Now, our aim is to prove that X↑ is not strongly aperiodic using Theorem 15.5. We
first show that for every g ∈ G, and every word w ∈ A∗ representing g, the value |w|c does
not depend of the choice of w. Indeed, for every two words w,w′ ∈ A∗ representing g, the
word ww′ represents the identity element 1G. If we let w′′ denote the cyclically reduced form
of ww′, then there exist w1, . . . , wk ∈ A∗ such that

w′′ = (w1rw1) · . . . · (wkrwk).

In particular, as |r|c = 0, we get |w′′|c = 0. Note that for every two words w1, w2 ∈ A∗

such that w2 is obtained after performing an elementary cyclic reduction on w1, we must
have |w1|s = |w2|s for all s ∈ S. In particular, it implies that |ww′| = |w′′|c = 0. As
|ww′|c = |w|c + |w′|c, we deduce that |w|c = −|w|c = |w′|c.

Hence for every g ∈ G and every word w ∈ A∗ representing g, the integer |g|c := |w|c ∈ Z
is well defined. We now let w0 := c, and let g0 be the group element represented by c. Then
for every t ∈ G and n > 0, we have

|tgn0 t−1|c = n > 0.

In particular, as every element g from 〈a, b〉 satisfies |g|c = 0, we obtain that tgn0 t−1 does not
belong to 〈a, b〉 for every t ∈ G, n > 0. Applying Theorem 15.5, we conclude that X↑ is not
strongly aperiodic.

The next lemma is inspired by the Magnus-Moldavansky rewriting method, a technique
used to decompose one-relator groups by means of non-trivial HNN-extensions of simpler
one-relator groups. It will be of particular interest for us as it allows to construct group
presentations satisfying the properties from Lemma 15.16 starting from any presentation
〈S | R〉 with |S| > 3 and |R| = 1.

Lemma 15.17. Let G be a one-ended group, S be a finite set of generators and r ∈ (S]S)∗

be a cyclically reduced word such that 〈S | r〉 is a presentation of G. Then there exist some
presentation 〈T | r′〉 and some element t ∈ T such that:

• |T | = |S|,

• r′ is cyclically reduced,

• t occurs in r′,

• |r′|t = 0,
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• 〈T | r′〉 is a presentation of G.

Proof. First, note that as G is one-ended, every element of S must occur at least once in
r. If some element s ∈ S satisfies |r|s = 0, then we conclude choosing T := S, wo we may
assume that there is no such element. Up to replacing elements of S by their formal inverse
from S, we also assume that for each s ∈ S, |r|s > 0, and write S = {s1, . . . , sn} so that

0 < |r|s1 6 |r|s2 6 · · · 6 |r|sn .

We set t1 := s1sn and ti := si for every i > 1. We now let r′ be the word obtained
after rewriting r using the family T := {t1, . . . , tn}, i.e., after replacing each occurence of si
(respectively of si) in r by ti (respectively by ti) for i > 1, and after replacing each occurence
of s1 (respectively of s1) by t1tn (respectively by tnt1). Note that 〈T | r′〉 is obtained from
〈S | r〉 after performing the following Tietze transformations:

1 Add new generators t1, . . . , tn together with the relations t1sns1 and tisi for each i > 1;

2 Remove the letter s1 and replace its occurences with t1sn;

3 Remove the letter si for each i > 1 and replace its occurences with ti;

4 Remove the redundant relations t1tntnt1 and titi for each i > 1.
Hence 〈T | r′〉 is also a presentation of G. Moreover, note that

0 < |r′|tn = |r|sn − |r|s1 < |r|sn ,

while for any i > 1, |r′|ti = |r|si . Note that if the cyclically reduced form of r′ is the
empty word, then it means that G is a free group, which is impossible as we assumed that G
is one-ended. Hence iterating this process at most n · |r|sn times, we end with a presentation
〈T | r′〉 such that r′ is a reduced non-empty word and such that some element t ∈ T occuring
in r′ satisfies |r′|t = 0. In particular, 〈T | r′〉 satisfies the desired properties.

We now prove Theorem 15.11: let G be a group which is not virtually cyclic and let
〈S | r〉 be a presentation of G such that |S| > 3 and such that r is cyclically reduced. Recall
that infinitely ended groups admit weakly but not strongly aperiodic SFTs. Hence as G is
not virtually cyclic, we immediately get the desired result if G has 0 or infinitely many ends.
We assume now that G is one-ended, and let 〈T | r〉 and t ∈ T be given by Lemma 15.17.
Then as |T | = |S| > 3, we can apply Lemma 15.16 to the presentation 〈T | r〉 with t playing
the role of c, which gives a weakly but not strongly aperiodic SFT. We thus proved Theorem
15.11.

To prove Theorem 15.13, we let G be a finitely generated group having a Cayley graph
which is quasi-isometric to a planar graph, and we assume that G is not virtually H for
H ∈ {{1G},Z,Z2}. If G has infinitely many ends, again we already saw that G admits a
weakly but not strongly aperiodic SFT. We thus assume that it is not the case, i.e., that G
has exactly one end. Then by Theorem 14.8, and because G is one-ended, G is a virtually
surface group. In particular, as G is neither finite nor virtually Z2, G must be virtually
Γg for some g > 2, and thus in particular, G is also virtually Γ2. Recall that Γ2 has the
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group presentation 〈a, b, c, d | [a, b][c, d]〉, thus in particular, this presentation satisfies the
conditions of Theorem 15.11, and there exists a weakly but not strongly aperiodic SFT in
Γ2. Then, by Lemma 15.14, G must also admits a weakly but not strongly aperiodic SFT,
which concludes the proof of Theorem 15.13.

16 SFTs on quasi-transitive graphs
In this section, and until the end of the manuscript, we will adopt again our initial convention,
i.e., we will denote graphs with latin capital letters and groups with capital greek letters.

The goal of this section is to propose natural generalizations of the notions and questions
from symbolic dynamics we introduced in the previous subsections, to locally finite quasi-
transitive graphs. Our hope is that it could help to generalize some results from symbolic
dynamics on quasi-transitive graphs. As a first example of application, we give an alternate
proof of a generalization of Theorem 10.3, as an immediate corollary of Proposition 15.6.

Subshifts of finite type in quasi-transitive graphs. We start with a definition of
SFT for quasi-transitive graphs. Let G be a locally finite graph and Γ be a group with a
quasi-transitive action on G. Then Γ also induces a quasi-transitive group action on E(G),
and we let S := {e1, . . . , ek} be a a set of representatives of its different Γ-orbits. We write
ei = {ui, vi} for each i ∈ [k] and let A be a finite alphabet. We call a mapping x : V (G)→ A
a configuration of G and for each g ∈ Γ, we define a configuration g · x ∈ AV (G) by setting
(g ·x)(v) := x(g−1 ·v) for each v ∈ V (G). As before, for every finite set of vertices F ⊆ V (G),
a mapping p : F → A is called a pattern, and we denote with supp(p) := F the support of
p. We say that a configuration x : V (G)→ A avoids p if for every g ∈ Γ, (g · x)|supp(p) 6= p.
Note that the property for a configuration x to avoid a given pattern p does not depend of
the choice of the set S of representatives of E(G)/Γ. If F is a finite set of patterns, again
we let XF be the set of configurations of AV (G) avoiding all the patterns from F . We call a
subset X ⊆ AV (G) a subshift of finite type (or just SFT) of (G,Γ) if there exists some finite
set of forbidden patterns F such that X = XF . If moreover, every pattern from F has a
support of the form {ui, vi} for some i ∈ [k], then we say that X is nearest-neighbor.
Example 16.1.

• If Γ is a finitely generated group with a finite set of generators S, and if we consider the
action of Γ by left-multiplication on G := Cay(Γ, S), then SFTs (respectively nearest-
neighbor SFTs) on (G,Γ) correspond exactly to SFTs (respectively nearest-neighbor
SFTs) on the group G with respect to S.

• If Γ acts quasi-transitively on a graph G, then for each k > 1, the set Xcol (respectively
X ′col) of proper k-colorings (respectively proper k-edge-colorings) of G is a nearest-
neighbor SFT on (G,Γ).

Higher block shift. We adapt here a construction known in symbolic dynamics as the
higher block shift (see for example [CP15] or [ABJ18, Proposition 9.3.21]). We let A, (G,Γ)
and S be as introduced in the previous paragraph and let X ⊆ AV (G) be an SFT of (G,Γ)
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with respect to S. Let F be a finite set of forbidden patterns such that X = XF . We now
explain how to construct a subshift Y on Γ, in the group sense of Section 14.1.

We fix a base vertex v0 ∈ V (G) and let N > 0 be such that the supports of all the
patterns from F are included in the ball BN(v0) of radius N around v0 in G. Up to choosing
a larger value for N , we also assume that BN(v0) contains at least one vertex from each
Γ-orbit of V (G). Note that as G is locally finite, BN(v0) is finite. We consider the alphabet

C := {p̃ ∈ ABN (v0) : p̃|supp(p) 6= p,∀p ∈ F},
and let FC be the set of patterns p of CΓ with support {1Γ, g} such that there exists u ∈
BN(v0) ∩BN(g · v0) for which (p(1Γ))(u) 6= (p(g))(g−1 · u) (note that if u ∈ BN(g · v0), then
g−1 · u ∈ BN(v0)). In other words, the patterns from FC correspond to the pairs of local
colorings of the N -balls around v0 and g · v0 that do not agree with each other. We let
Y := XFC ⊆ CΓ. Note that in general, there is no reason for FC to be finite, so Y is not
necessarily a subshift of finite type. The following remark will allow us to find sufficient
conditions for FC to be finite.
Remark 16.2. Assume that Γ acts quasi-regularly on G. Note that for any two vertices v
and v′ belonging to the same Γ-orbit, the stabilizers Γv and Γv′ are conjugate. Thus, as Γ
acts quasi-transitively on G, there is a uniform bound on the size of the stabilizers Γv. In
particular, in this situation the set of automorphisms g ∈ Γ such that BN(v0)∩BN(g ·v0) 6= ∅
is finite, so FC is finite and Y is an SFT.

Note that Γ might not be finitely generated in general. However, this is not a real issue
as the definitions of subshift and SFT we gave in Section 14 still make sense for groups that
are not finitely generated.

We now define a mapping σ : X → CΓ as follows. For each x ∈ X, we define y :=
σ(x) : Γ → C by setting y(g) := (g−1 · x)|BN (v0) for each g ∈ Γ, i.e., for all v ∈ BN(v0),
(y(g))(v) = x(g · v). In other words, y(g) reproduces the coloring induced by x on the ball
of radius N around g · v0 in G. Note that for every g ∈ Γ, as x ∈ X = XF , we indeed have
y(g) ∈ C. The next lemma establishes a connection between the properties of the SFT X
on (G,Γ) and the properties of the the subshift Y on Γ. It essentially states that X and Y
enjoy many common properties.

Lemma 16.3. σ is an injective Γ-invariant mapping such that σ(X) = Y .

Proof. In the remainder of this proof, we let D = {v1, . . . , vk} denote a fixed set of repre-
sentatives of the Γ-orbits of V (G) distinct from Γ · v0. By the choice of N , we may assume
without loss of generality that D ⊆ BN(v0).

We first check that σ defines a Γ-invariant mapping, with respect to the respective
actions of Γ on X and Y . Let x ∈ X, h, g ∈ Γ and v ∈ BN(v0). We must show that
σ(h · x)(g)(v) = (h · σ(x))(g)(v). This equality holds as by definition of σ we have on the
one hand

σ(h · x)(g)(v) = (h · x)(g · v) = x((h−1g) · v),

and on the other hand

(h · σ(x))(g)(v) = (σ(x))(h−1g)(v) = x((h−1g) · v).



16. SUBSHIFTS OF FINITE TYPE ON QUASI-TRANSITIVE GRAPHS 109

We now check that σ(x) ∈ Y = XFC for each x ∈ X. We fix x ∈ X and let y := σ(x).
As σ is Γ-invariant, and as every pattern from FC has a support of the form {1Γ, g} for
some g ∈ Γ, it is enough to prove that y|{1Γ,g} /∈ FC for all g ∈ Γ. If g ∈ Γ is such that
BN(v0)∩BN(g·v0) = ∅, then we clearly have y|{1Γ,g} /∈ FC . Let g ∈ Γ be such that there exists
some u ∈ BN(v0)∩BN(g ·v0). Then we have (y(1Γ))(u) = x(u) = x(gg−1 ·u) = (y(g))(g−1 ·u).
Thus by definition of FC , we indeed have y|{1Γ,g} /∈ FC , as desired.

We show that σ is injective. Let x 6= x′ ∈ X and v ∈ V (G) be such that x(v) 6= x′(v).
We let y := σ(x) and y′ := σ(x′). There exists some i ∈ {0, . . . , k} such that v is in the
Γ-orbit of vi, and by the choice of N recall that vi ∈ BN(v0). In particular it implies that
there exists some g ∈ Γ such that v ∈ g · BN(v0) = BN(g · v0), thus g−1 · v ∈ BN(v0). We
claim that y(g) 6= y′(g). This is because y(g)(g−1 · v) = x(v) while y′(g)(g−1 · v) = x′(v). In
particular, we have y 6= y′, implying the injectivity of σ.

We now show that σ induces a surjective mapping onto Y , and we let y ∈ Y . We start
by proving the following useful claim.

Claim 16.4. For every (h, i) ∈ Γ×{0, . . . , k} such that h · vi ∈ BN(v0) and every g ∈ Γ, we
have

y(g)(h · vi) = y(gh)(vi).

Proof of the Claim: We set y′ := g−1 · y. As y ∈ Y , and as Y is a subshift, we also have
y′ ∈ Y . Thus, as Y = XFC , for every h-pattern p ∈ FC , we must have y′|{1Γ,h} 6= p. In
particular, as h · vi ∈ BN(v0) ∩BN(h · v0), by definition of FC , it imposes that:

(y′(1Γ))(h · vi) = (y′(h))(h−1h · vi).

As y′ = g−1 · y, we have on the one hand (y′(1Γ))(h · vi) = y(g)(h · vi), and on the other hand
(y′(h))(h−1h · vi) = y(gh)(vi). This concludes the proof of the claim. ♦

We now construct a configuration x ∈ AV (G) from y as follows. For every v ∈ V (G), by
the choice of D there exists at least one pair (g, i) ∈ Γ× {0, . . . , k} such that v = g · vi. We
set x(v) := y(g)(vi). The following claim implies that the definition of x(v) is independent
of the choice of g.

Claim 16.5. Let g, g′ ∈ Γ and i ∈ {0, . . . , k} be such that g · vi = g′ · vi. Then

y(g)(vi) = y(g′)(vi).

Proof of the Claim: We set h := g−1g′. Then h · vi = vi, and by the choice of N , we have
vi ∈ BN(v0). Thus we can apply Claim 16.4 to the pair (h, i), which gives:

y(g)(vi) = y(g)(h · vi) = y(gh)(vi) = y(g′)(vi).

This concludes the proof of the claim. ♦

To prove that σ is surjective onto Y , it remains to prove that x ∈ X and that σ(x) = y.
It will follow from the next claim.

Claim 16.6. For every g ∈ Γ, we have

(g−1 · x)|BN (v0) = y(g).



110 CHAPTER 2. FINITELY GENERATED GROUPS

Proof of the Claim: We let v ∈ BN(v0). By the choice of D, there exists (h, i) ∈ Γ×{0, . . . , k}
such that v = h · vi. By definition of x and by Claim 16.5, we have (g−1 ·x)(v) = x(gh · vi) =
y(gh)(vi). Moreover, as v = h · vi ∈ BN(v0), Claim 16.4 applies and gives y(gh)(vi) =
y(g)(h · vi) = y(g)(v). Putting all equalities together, we obtain (g−1 · x)(v) = y(g)(v) for
every v ∈ BN(v0), so (g−1 · x)|BN (v0) = y(g). ♦

We now show that x ∈ X, i.e., that for each g ∈ Γ and every p ∈ F , (g−1 ·x)|supp(p) 6= p.
Recall that by the choice of N , for every p ∈ F , the support of p is included in BN(v0).
Moreover, by definition of the alphabet C, for every p ∈ FC , y(g)|supp(p) 6= p. Hence, by
Claim 16.6, we have (g−1 · x)|supp(p) 6= p for every p ∈ FC , implying that x ∈ X, as desired.
In particular, Claim 16.6 together with the definition of σ immediately imply that σ(x) = y.
Eventually, we conclude that σ(X) = Y .

By Remark 16.2, if we moreover assume that the action of Γ on G is quasi-regular,
then Y is also an SFT on Γ. Recall that by Lemma 12.2, in this special case, Γ is finitely
generated and its Cayley graphs are quasi-isometric to G. Many of the properties mentioned
in Sections 14 and 15 behave well with respect to quasi-isometries. In particular, Cohen
[Coh17] proved that if Γ and Γ′ are two finitely generated groups that are quasi-isometric,
then:

• The domino problem is undecidable on Γ if and only if it is undecidable on Γ′;

• If Γ and Γ′ are torsion-free, then Γ has a strongly aperiodic SFT if and only if Γ′ has
a strongly aperiodic SFT;

• Γ has a weakly aperiodic SFT if and only if Γ′ has a weakly aperiodic SFT.
From this perspective, Lemma 16.3 suggests that the definition of SFT we introduced in this
section is relevant if one is interested in working in generalizations of questions in the spirit
of Conjectures 14.5 and 15.7 for quasi-transitive graphs.

SFT of 2-ended quasi-transitive graphs. We end this section with a simple application
of Lemma 16.3 on 2-ended quasi-transitive graphs.

Proposition 16.7. Let G be a connected locally finite 2-ended graph and Γ be a group acting
quasi-transitively and quasi-regularly on G. Then G is strongly periodic, i.e., for any SFT
X on (G,Γ), there exists a configuration x ∈ X such that Γ · x is finite.

Proof. By Lemma 12.2, Γ must be finitely generated, and for every finite set of generators
S, Cay(Γ, S) is quasi-isometric to G. In particular, Γ has exactly 2 ends. We let N > 1, Y
and σ : X → Y be as in Lemma 16.3. By Remark 16.2, Y is an SFT on Γ, so by Proposition
15.6, Y is not weakly aperiodic and admits a configuration y ∈ Y such that Γ · y is finite.
By Lemma 16.3, σ : X → Y is a bijection, so we can consider x := σ−1(y) ∈ X. As σ is
Γ-invariant, we must have Γ · x = σ−1(Γ · y), implying that Γ · x is also finite, as desired.

We claim that the arguments we used in the proof of Lemma 4.1 still apply to show that
for every connected 2-ended locally finite graph G and every group Γ with a quasi-transitive
action on G, there must exist a subgroup Γ′ of Γ acting quasi-transitively and quasi-regularly
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on G. We thus immediately obtain alternate proofs of Theorem 10.3 and Corollary 10.4 when
applying Proposition 16.7 on the SFTs Xcol and X ′col defined in Example 16.1.

17 Optimization in graphical small cancellation theory
So far in this manuscript, we only worked on quasi-transitive graphs or groups satisfying
some “nice properties”, and were able to derive structural properties after exploiting the fact
that such graphs/groups admit decompositions into pieces with a specific structure. We end
Chapter 2 with a specific construction of some monster groups, i.e., of groups that do admit
a sophisticated structure, and whose existence often gives rise to counterexamples of deep
algebraic or geometric conjectures.

Gromov [Gro03] constructed finitely generated groups whose Cayley graphs contain all
graphs from a given infinite sequence of expander graphs of unbounded girth and bounded
diameter-to-girth ratio. These so-called Gromov monster groups provide examples of finitely
generated groups that do not coarsely embed into any Hilbert space, among other interesting
properties. If the finite graphs from the sequence used in Gromov’s construction admit
graphical small cancellation labellings, then one gets similar examples of Cayley graphs
containing all the graphs of the family as isometric subgraphs. Osajda [Osa20] recently
showed how to obtain such labellings using the probabilistic method. In this section, we will
show how to simplify Osajda’s approach, decreasing the number of generators of the resulting
group significantly. Results and proofs from this section come from the article [EG24b], a
joint work with Louis Esperet.

17.1 Introduction

Consider a sequence G = (Gn)n>1 of finite bounded degree graphs, whose girth (length of a
shortest non-trivial cycle) tends to infinity. We say that the sequence is dg-bounded if the
ratio between the diameter and the girth of each Gn is bounded by a (uniform) constant,
see [AT18]. Consider such a sequence G. Gromov [Gro03] proved that there is a finitely
generated group Γ with a finite set of generators S such that the Cayley graph Cay(Γ, S)
contains (in a certain metric sense) all the members of G. By choosing G as a family of suitable
expander graphs, this implies that such a group Γ has a number of pathological properties,
in particular related to coarse embeddings into Hilbert spaces, or to Guoliang Yu’s property
A. The construction has also been used very recently to disprove a conjecture on the twin-
width of groups and hereditary graph classes [BGTT22]. Gromov [Gro03] introduced the
graphical small cancellation condition on the labellings. By the classical small cancellation
theory, the existence of labellings of G = (Gn)n>1 with the graphical small cancellation
condition guarantees that in Gromov’s construction each graph Gn embeds isometrically in
the Cayley graph Cay(Γ, S), which means that the embedding of each Gn in Cay(Γ, S) is
distance-preserving and thus in particular the graphs Gn appear as induced subgraphs in
Cay(Γ, S). Osajda [Osa20] recently showed, using the probabilistic method, that labellings
satisfying Gromov’s graphical small cancellation condition do exist, under mild assumptions
on G = (Gn)n>1.
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Given a sequence G = (Gn)n>1 of graphs whose edges are labelled with elements from
some set S, a word in G is a sequence of labels that can be read along a path of some graph
of G. The main idea of graphical small cancellation theory is to assign labels from a finite
set S to the edges of all the graphs from the sequence G = (Gn)n>1, such that words in each
Gn that are sufficiently long compared to the girth of Gn occur only once in all the sequence
G (this will be made more precise in the next section). The labels from S are then used as
generators to define the group Γ whose relators are the words labelling the cycles of each
Gn. The number of labels (the size of the set S) then gives an upper bound on the minimum
number of generators of the group, and thus on the degree of the associated Cayley graph
(up to a multiplicative factor of two, if we do not require that S is closed under taking
inverses). A natural problem is to minimize this number of generators.

Our purpose in this section is twofold: we present a simplified version of the proof of
existence of the labelling of Osajda [Osa20], and significantly decrease the number of genera-
tors (and thus the degree of the corresponding Cayley graph). Osajda’s proof is based on an
application of the Lovász Local Lemma. Instead, we use a self-contained counting argument
popularized by Rosenfeld [Ros20], and originally introduced in the field of combinatorics on
words in the context of pattern avoidance. This allows us to cleanly handle all the different
forbidden patterns at once, instead of sequentially, and greatly reduces the number of labels.
We combine this with a significantly simpler (and stronger) analysis of intersecting patterns
in order to a obtain a shorter argument that also produces much better bounds.

For the sake of concreteness, if we take G = (Gn)n>1 to be the sequence of cubic
Ramanujan graphs introduced by Chiu [Chi92], which is likely to offer the best known
parameters in terms of degree and diameter-to-girth ratio, our result leads to the existence
of a group with 96 generators, whose Cayley graph (of maximum degree 96) contains all
the graphs from G as isometric subgraphs. For the same family, the construction of Osajda
[Osa20] uses about 10272 generators (although we note that some of the quick optimization
steps we perform in Section 17.4 can also be carried directly in Osajda’s proof, improving
his bound to about 1070 generators).

17.2 The graphical small cancellation condition

All the graph we will consider in this section will always be implicitly assumed to be con-
nected. For every graph G we will consider in Section 17, we will always consider that we
are given an arbitrary fixed orientation A of the edges of G, and denote with ~G := (V (G), A)
the associated directed graph. All the results and properties we will present do not depend
on the specific orientation, but the orientation is nevertheless crucial to define the relevant
objects that we consider belows. Consider a set S ] S which is closed under formal inverse.
Consider also a labelling ` : E(G)→ S]S of the edges of G by the elements of S. We extend
the labelling ` to the ordered pairs of adjacent vertices (x, y) in G as follows: if (x, y) is an
arc of ~G then `(x, y) := `(xy) and otherwise `(x, y) := `(xy). The orientation ~G is only used
to define this extended labelling ` of the the ordered pairs of adjacent vertices, and will not
be mentioned elsewhere. We say that the labelling ` is reduced if for any vertex v ∈ V (G),
and for any pair of distinct neighbors u,w of v in G, `(v, u) 6= `(v, w). An `-word (or simply
a word, if ` is clear from the context) in G is obtained from a path P in G as follows: if
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P = v1, v2, . . . , vk, then `(P ) := `(v1, v2) · · · `(vk−1, vk) ∈ L∗ is the `-word associated to P .
The length of a path is its number of edges. We remark that in this section, we consider paths
as either a sequence of vertices, or a sequence of edges, depending on the context, and in
particular any path P = v1, v2, . . . , vk is distinct from its reverse path

←−
P := vk, vk−1, . . . , v1.

Let G = (Gn)n>1 be a sequence of finite graphs. Let λ be a positive real number (for the
main application in group theory we need λ ∈

(
0, 1

6

]
, but this will not be needed in the full

generality of the results presented in this section and the next). Following the terminology of
[Osa20], a sequence of labellings (`n)n>1 of the graphs from G, with labels from some set S as
above, is said to satisfy the C ′(λ)-small cancellation property if for all n > 1, `n is a reduced
labelling of Gn and no word of length at least λ · girth(Gn) in Gn appears on a different
path in G. Small cancellation properties were initially introduced for group presentations,
as a convenient tool to construct word-hyperbolic groups, see for instance Chapter V in
[LS01]. The property C ′(λ) we use here is defined in the more general context of graphs,
and is usually known as graphical cancellation property in the literature. In the remainder
of Section 17, we will omit the “graphical” term, as there is no risk of confusion with the
original small cancellation properties.

Osajda [Osa20] recently proved that under mild assumptions, any sequence of bounded
degree dg-bounded graphs of unbounded girth admits small cancellation labellings with a
finite number of labels.

Theorem 17.1 ([Osa20]). Let λ ∈
(
0, 1

6

]
and A > 0 be real numbers, and let ∆ > 3 be

an integer. Let G = (Gn)n>1 be a sequence of finite graphs of maximum degree ∆ such that
girth(Gn)→∞ as n→∞, and diam(Gn) 6 A · girth(Gn) for any n > 1. Assume moreover
that 1 < bλ · girth(Gn)c < bλ · girth(Gn+1)c for every n > 1. Let

L > 2e4∆2A/λ+2 · (4e4∆)8A/λ+16

be any even integer. Then G has a sequence of labellings satisfying the C ′(λ)-small cancella-
tion property, with labels from a set S ] S of size L.

We note that the bound on A in the statement of Theorem 17.1 is not explicit in
[Osa20], but follows from the fact that every finite graph G with a cycle satisfies girth(G) 6
2diam(G) + 1, and thus if diam(G) 6 A · girth(G) we must have A > 1

2
− 1

2girth(G)
> 1

3
.

The bound on L in Theorem 17.1 has two components: 2e4∆2A/λ+2 comes from a first
phase, where Osajda shows how to assign labels in each Gn ∈ G, so that no word of Gn

appears as a word of length at least λ · girth(Gi) in some Gi, with i < n. The second
component, (4e4∆)8A/λ+16, comes from a second phase where Osajda shows how to assign
labels in each Gn ∈ G, so that no word of Gn of length at least λ · girth(Gn) appears twice in
Gn. This second phase is significantly more involved, which explains the much larger label
size. Our main contribution is the following.

• we use a counting argument instead of the Lovász Local Lemma. This allows us to
assign labels in a single phase (resulting in an additive combination of the number
of labels, instead of a multiplicative one), and optimize the multiplicative constants.
Moreover, the resulting proof is completely self-contained.
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• we provide a major simplification in the analysis of Osajda’s second phase, showing
that the long words appearing twice in Gn can be avoided with a number of labels of
size comparable to Osajda’s first phase.

Using results of Gromov (see [Oll06, Gru15]), Theorem 17.1 leads to the following.

Corollary 17.2. Let λ,A,∆,G be as in Theorem 17.1. Then for any even integer L >
2e4∆2A/λ+2 · (4e4∆)8A/λ+16, there is a group Γ with a set S of L generators such that the
corresponding Cayley graph Cay(Γ, S) contains isometric copies of all the graphs from G.

As alluded to in the introduction, in applications we typically want G to be a sequence
of expander graphs. We omit the precise definition here, as it will not be necessary in
this section. We only mention that expansion can be defined in several essentially equivalent
ways, using isoperimetric inequalities or spectral properties. Families of finite random regular
graphs typically have these properties, but constructing explicit families of expander graphs
has been an important problem in Mathematics, with major applications in Theoretical
Computer Science. The interested reader is referred to the survey [HLW06] for more on
expander graphs.

A useful family G for us is the sequence of cubic Ramanujan graphs introduced by
Chiu [Chi92]. These graphs are expander graphs (as Ramanujan graphs, they have the best
possible spectral expansion), are ∆-regular with ∆ = 3, satisfy girth(Gn) → ∞ as n → ∞
(their girth is logarithmic in their number of vertices) and diam(G) 6 3

2
girth(G) + 5 for any

G ∈ G. By discarding a bounded number of small graphs in the sequence, this implies that
we have diam(G) 6 (3

2
+ ε)girth(G) for any ε > 0 and any graph G in the sequence, and thus

we can take A 6 3
2

+ ε for any ε > 0.

17.3 Smaller cancellation labellings

Our main result is the following optimized version of Theorem 17.1.

Theorem 17.3. Let λ,A,∆,G be as in Theorem 17.1, that is λ ∈
(
0, 1

6

]
and A > 0 are

real numbers, ∆ > 3 is an integer, and G = (Gn)n>1 is a sequence of finite graphs of
maximum degree ∆ such that girth(Gn)→∞ as n→∞, and diam(Gn) 6 A ·girth(Gn) and
1 < bλ · girth(Gn)c < bλ · girth(Gn+1)c for every n > 1. Let

L > 2(∆− 1) + 26(∆− 1)2A/λ+2

be any even integer. Then G has a sequence of labellings satisfying the C ′(λ)-small cancella-
tion property, with labels from a set S ] S of size L.

We note that the multiplicative constant of 26 in the bound on L can be optimized
both for small values of ∆ and asymptotically as ∆→∞. We have chosen not to do so here
for simplicity, and we remark that improving the factor 2 in the exponent of (∆ − 1) is a
more rewarding challenge (see the Section 17.4). When ∆ → ∞, the number L of labels in
Theorem 17.3 grows as O(∆2A/λ+2), and we will see in Section 17.4 that this can be easily
improved to O(∆A/λ+2). This is to be compared with the bound O(∆10A/λ+18) of Theorem
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17.1. In Section 17.4, we will also see several ways to improve the constants significantly
when ∆ = 3, and the girth of the first graph in the sequence is already quite large.

Similarly as above, we obtain the following corollary.

Corollary 17.4. Let λ,A,∆,G, L be as in Theorem 17.3. Then there is a group Γ with a
set S of L generators closed under taking inverse such that the corresponding Cayley graph
Cay(Γ, S) contains isometric copies of all the graphs from G.

Using the family of cubic Ramanujan graphs of Chiu [Chi92] mentioned at the end of the
previous section, we can apply Corollary 17.4 with ∆ = 3, A = 3

2
and λ = 1

6
. Then we obtain

a group with a set of L = 4 + 26 · 220 = 27262980 generators such that the corresponding
Cayley graph contains isometric copies of graphs from an infinite family of expander graphs.
We will see in Section 17.4 how to decrease this number of generators to 96.

If instead we apply Corollary 17.2 to the same family G (and hence with the same
parameters ∆ = 3, A = 3

2
and λ = 1

6
), the resulting Cayley graph has degree more than

10272.

We now prove our main result.

Proof of Theorem 17.3. Let α := 2(∆− 1)2A/λ+2, and let

L > 2(∆− 1) + 13α = 2(∆− 1) + 26(∆− 1)2A/λ+2

be an even integer. Let S ] S be a set of L elements, closed under formal inverses (and
such that each element a ∈ S is different from its formal inverse ā). For any n > 1, let
γn := bλ · girth(Gn)c. In particular γn 6 λ · girth(Gn) 6 γn + 1 for any n > 1, and thus

1

λ
6

girth(Gn)

γn
6

1

λ
+

1

λγn
6

2

λ
. (2.1)

We will sequentially assign labels from S]S to the edges of each of the graphs (Gn)n>1.
Assume that for each i < n, we have already defined a labelling `i of the edges of Gi such
that the sequence of labellings (`i)i<n satisfies the C ′(λ)-small cancellation property. We now
want to define a labelling `n of Gn so that the sequence (`i)i6n of labellings of the graphs
from (Gi)i6n still satisfies the C ′(λ)-small cancellation property.

For the proof it will be convenient to consider partial labellings of Gn, which are la-
bellings of some subset F of edges of Gn. Equivalently, these are labellings of the edges of
Gn[F ], the subgraph of Gn induced by the edges of F . We recall that each labelling `(xy) of
an edge xy yields two labellings `(x, y) and `(y, x) of the pairs (x, y) and (y, x) by elements
of S]S that are formal inverse (and that whether `(xy) = `(x, y) or `(xy) = `(y, x) depends
only on the orientation of the edge xy in some fixed but otherwise arbitrary orientation of
the graph under consideration).

Let F be a non-empty subset of E(Gn). We say that a labelling ` of Gn[F ] with labels
from S ] S is valid if it satisfies the following properties:

(a) ` is a reduced labelling of Gn[F ],
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(b) for each 1 6 i < n, no `i-word of length at least γi in Gi appears as an `-word in Gn[F ],
and

(c) no `-word of length at least γn appears on two different paths of Gn[F ].

Let c(F ) be the number of valid labellings ` of Gn[F ] with labels from S ] S (when F
is empty we conveniently define c(F ) := 1). In the remainder of the proof we will show the
following claim, which clearly implies that Gn has a labelling `n such that the sequence of
labellings (`i)i6n of (Gi)i6n still satisfies the C ′(λ)-small cancellation property, and thus we
can find such labellings in all the graphs from G.

Claim 17.5. For any non-empty F ⊆ E(Gn) and any e ∈ F , c(F ) > α · c(F \ {e}).

We prove Claim 17.5 by induction on |F |. Recall that by assumption, γi > 1 for any
i > 1, so the properties (a), (b), (c) above are trivially satisfied if F contains a single element
e, which is assigned an arbitrary label from S ]S. It follows that c({e}) = L > α = α · c(∅),
as desired. So we can now assume that F contains at least two elements.

Assume that we have proved the claim for any F ′ ⊆ E(Gn) with |F ′| < |F |. Consider
any edge xy ∈ F . Our goal in the remainder of the proof is to show that c(F ) > α·c(F \{xy}).
Note that by the induction hypothesis, for any subset F ′ ⊆ F containing xy,

c(F \ F ′) 6 α1−|F ′| · c(F \ {xy}). (2.2)

Let L denote the set of labellings ` of F with labels from S ]S whose restriction to F \{xy}
is valid, but such that ` itself is not. Then

c(F ) = L · c(F \ {xy})− |L|. (2.3)

Consider first the subset La ⊆ L of labellings of F that do not satisfy (a) above. Then by
definition, for any ` ∈ La, x has a neighbor z different from y such that `(x, y) = `(x, z), or
y has a neighbor z different from x such that `(y, x) = `(y, z). By assumption, the labelling
`− of F \ {xy} obtained from ` by discarding the label of xy is valid. Moreover, ` can be
recovered in a unique way from `− and the edge xz or yz as above. As there are at most
2(∆− 1) choices for such an edge incident to xy, we obtain

|La| 6 2(∆− 1) · c(F \ {xy}). (2.4)

For 1 6 i 6 n − 1, let Li be the subset of labellings ` ∈ L of F such that Gn[F ] contains
a path P containing xy such that `(P ) coincides with some `i-word `i(Q) of length γi in
Gi. Let Ln be the subset of labellings ` ∈ L \ La of F such that Gn[F ] contains a path P
containing xy such that `(P ) coincides with some `-word `(Q) of length γn in Gn[F ], for
some path Q distinct from P .

For each 1 6 i 6 n and each labelling ` ∈ Li as above, let `− denote the labelling of
F \ E(P ) obtained from ` by discarding the labels of the edges of P . Then `− is a valid
labelling of F \E(P ). Moreover, if 1 6 i 6 n− 1 or if i = n and P and Q are disjoint, then
`− together with the paths P in Gn and Q in Gi (where each path is viewed as a sequence
of edges) are sufficient to recover ` in a unique way.
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Assume now that ` ∈ Ln (so in particular ` is reduced), and the distinct paths P and
Q of length γn in Gn[F ] such that `(P ) = `(Q) are not edge-disjoint. We first observe that
E(P )∩E(Q) is a subpath of P and Q, since otherwise Gn would contain a cycle of length less
than 2γn, contradicting the assumption that girth(Gn) > γn

λ
> 6γn. Let P = x0, x1, . . . , xγn

and Q = y0, y1, . . . , yγn . Then `(xi, xi+1) = `(yi, yi+1) for any 0 6 i 6 γn − 1. Our goal is
to show that despite the fact that the edges of E(P )∩E(Q) have been unlabelled in `−, we
can still recover ` from `−, P and Q.

P

Q

P1 P3

P4

Q4

Q1

Q2

P ∩Q

P

Q

P1
P3

P4

Q4

Q1

Q2

P ∩Q

Figure 2.2: Two intersecting paths P and Q.

Assume first that P and Q intersect in the same direction, that is there are integers
0 6 p, q 6 γn − 1 and 1 6 k 6 γn − 1 such that xp+i = yq+i for any 0 6 i 6 k. Note
that p 6= q since otherwise we would have xp = yp and xp+k = yp+k and the fact that
`(xp−1, xp) = `(yp−1, yp) or `(xp+k, xp+k+1) = `(yp+k, yp+k+1) would contradict the fact that
` is reduced. Up to considering the reverse paths

←−
P and

←−
Q instead of P and Q, we can

assume without loss of generality that q > p. Divide P into consecutive subpaths P1, P ∩Q,
P3, and P4 and divide Q into consecutive subpaths Q1, Q2, P ∩ Q, and Q4, in such a way
that `(P1) = `(Q1) and `(P4) = `(Q4) (see Figure 2.2, left). As P1 and P4 are edge-disjoint
from E(P )∩E(Q), both `(P1) and `(P4) can be recovered from `−. Note that as we assumed
that q > p, |Q2| > 0, i.e. Q2 has at least one edge. Let P ′ be the subpath of P obtained by
concatenating P ∩Q and P3. It remains to explain how to recover `(P ′) from `−. For this,
it suffices to observe that since `(P ) = `(Q), the prefix of `(P ′) of size |Q2| must be equal
to `(Q2). Then the prefix of `(P ′) of size 2|Q2| must be equal to `(Q2) · `(Q2). By iterating
this observation, it follows that `(P ′) is a prefix of the word `(Q2)ω (the concatenation of an
infinite number of copies of `(Q2)). Since Q2 is edge-disjoint from E(P ) ∩E(Q), `(P ′) (and
thus `(P )) can be recovered from `−, P and Q, as desired.

We now assume that P and Q intersect in reverse directions, that is there are integers
0 6 p, q 6 γn and k > 1 such that xp+i = yq−i for any 0 6 i 6 k. We say that P and Q
collide if there is an index i such that either xi = yi, or xi = yi+1 and yi = xi+1 (think of two
particles following the trajectories of P and Q at the same speed). Assume for the sake of
contradiction that P and Q collide. If xi = yi for some index i, then ` is not reduced, which
is a contradiction. Otherwise we have `(xi, xi+1) = `(yi, yi+1) = `(xi+1, xi), which contradicts
the fact that `(xi, xi+1) = `(xi+1, xi) as for each a ∈ S, a 6= a. So P and Q do not collide,
and in particular p 6= q. We recall that

←−
P and

←−
Q denote the paths obtained by reversing
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P and Q, respectively. When we use this notation below we also write
−→
P and

−→
Q instead of

P and Q to avoid any confusion. Up to considering
←−
P and

←−
Q instead of

−→
P and

−→
Q , we can

again assume without loss of generality that q > p. We divide P into consecutive subpaths
P1,
−→
P ∩
←−
Q , P3 and P4 and we divide Q into consecutive subpaths Q1, Q2,

←−
P ∩
−→
Q , and Q4,

in such a way that `(P1) = `(Q1), `(P4) = `(Q4) (see Figure 2.2, right). As before, P1 and
P4 are edge-disjoint from E(P ) ∩ E(Q), so both `(P1) and `(P4) can be recovered from `−.
As P and Q do not collide, |Q2| > |

−→
P ∩
←−
Q |, which implies that `(

−→
P ∩
←−
Q) is equal to a prefix

of `(Q2), and can thus be recovered from `−. Finally, since `(P ) = `(Q), `(P3) is equal to
`(
←−
P ∩
−→
Q), which is obtained by reading `(

−→
P ∩
←−
Q) backwards. Hence, `(P ) can be recovered

from `−, P and Q, as desired.
For each 1 6 i 6 n and each edge e in Gi there are at most (∆− 1)γi−1 paths of length

γi containing e in which e is at a fixed position on the path. Hence, there are at at most
2γi(∆ − 1)γi−1 paths of length γi containing e (and in particular at most 2γi(∆ − 1)γi−1

choices for the path P in Gn containing xy when considering a labelling ` ∈ Li). Moreover,
each Gi has at most 1 + ∆ + ∆(∆− 1) + · · ·+ ∆(∆− 1)diam(Gi)−1 vertices, and thus at most

∆
2
·
(

1 + ∆ (∆−1)diam(Gi)−1
∆−2

)
6 3

2
(∆− 1)diam(Gi)+2 (2.5)

edges, using ∆ > 3 (the inequality is quite loose here, we have chosen the right-hand side
mostly in order to simplify the computation later). It follows that each Gi has at most

3
2
(∆− 1)diam(Gi)+2 · 2(∆− 1)γi−1 6 3(∆− 1)(2A/λ+1)γi+1 (2.6)

paths of length γi (here the multiplicative factor γi disappears since we can count each
path from its starting edge). It follows that there are at most 3(∆ − 1)(2A/λ+1)γi+1 choices
for the path Q in Gi when considering a labelling ` ∈ Li. Since |E(P )| = γi, it follows
from (2.2) that for each labelling ` ∈ Li, the number of valid labellings `− of F \ E(P ) is
c(F \ E(P )) 6 α1−γi · c(F \ {xy}). As each ` ∈ Li can be recovered from `−, P and Q in a
unique way, we obtain

|Li| 6 2γi(∆− 1)γi−1 · 3(∆− 1)(2A/λ+1)γi+1 · α1−γi · c(F \ {xy})
6 6γi(∆− 1)(2A/λ+2)γi · α1−γi · c(F \ {xy})
6 6γi(α/2)γi · α1−γi · c(F \ {xy})
6 6α · γi(1/2)γi · c(F \ {xy}),

where we have used α = 2(∆− 1)2A/λ+2 in the third inequality. As a consequence
n∑
i=1

|Li| 6 6α
n∑
i=1

γi(1/2)γic(F \ {xy}) 6 12α · c(F \ {xy}), (2.7)

where we have used
∑∞

j=1 j(1/2)j = 2. As L = La ∪
⋃n
i=1 Li, it follows from (2.4) and (2.7)

that

|L| 6 c(F \ {xy}) · (2(∆− 1) + 12α)

6 c(F \ {xy})(L− α),
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by the definition of L. By (2.3), we have

c(F ) = L · c(F \ {xy})− |L|
> L · c(F \ {xy})− (L− α)c(F \ {xy})
> α · c(F \ {xy}),

as desired. This completes the proof of Claim 17.5, which concludes the proof of Theorem
17.3. �

17.4 Optimizing the number of generators

So far our goal was to optimize the construction of Osajda [Osa20], while obtaining a result
that is comparable to his (i.e., a result with the exact same set of initial assumptions). There
are two quick ways to further optimize the number of labels in Theorem 17.3, if we have
some control over the family G.

The first way consists in removing all sufficiently small graphs from G (we have done this
already with the cubic Ramanujan graphs of Chiu [Chi92], to argue that A was arbitrarily
close to 3

2
in this case). As the girth of the graphs in G tends to infinity, the right-hand-side

of (2.1) can be replaced by 1+ε
λ

for any ε > 0. This allows to replace all instances of 2A/λ
by (1 + ε)A/λ in the proof, effectively dividing by 2 the exponent of the number of labels
in the theorem. Using this observation in the case of the cubic Ramanujan graphs of Chiu
[Chi92], with λ = 1/6, we obtain α = 2 · 2(1+ε)

3
2
/

1
6

+2 6 4097 for sufficiently small ε > 0, and
a number of labels L > 2 · 2 + 13 · 4097 ≈ 53266 is sufficient.

A more efficient way to decrease the number of labels in the case of families of expander
graphs with an explicit description consists in using a more precise bound on the number of
edges in a graph Gn ∈ G, as a function of girth(Gn). In (2.5), we have used that |E(Gn)| 6
3
2
(∆−1)diam(Gn)+2 6 3

2
(∆−1)Agirth(Gn)+2. However, better bounds are known for a number of

families G. This is the case for the cubic Ramanujan graphs of Chiu [Chi92] mentioned in the
previous section. The graphs G in this class satisfy |E(Gn)| 6 3

2
· 2(3girth(Gn)+6)/4, which is an

improvement over the bound based on the diameter (recall that for these graphs ∆ = 3 and
A can be made arbitrarily close to 3

2
). Fix any real ε > 0, and recall that γn = bλ·girth(Gn)c.

Using as in the previous paragraph the fact that the girth of the graphs from G can be made
arbitrarily large by discarding a constant number of graphs from the family, we can assume
that γnε > γ1ε is larger than any fixed constant, and thus (3girth(Gn) + 6)/4 6 3+ε

4λ
γn and

|E(Gn)| 6 3
2
·2γn·(3+ε)/4λ, for any n > 1. With λ = 1/6, we obtain |E(Gn)| 6 3

2
·2(9+ε)γn/2, for

any n > 1. Substituting this bound in (2.6), we obtain that there are at most 3 ·2(11+ε)γn/2−1,
paths of length γn in Gn. Substituting this bound in the proof of Theorem 17.3, and defining
α := (1 + ε)2(13+ε)/2, we obtain the following.

|Li| 6 2γi2
γi−1 · 3 · 2(11+ε)γi/2−1 · α1−γi · c(F \ {xy})

6 3α
2
γi · 2(13+ε)γi/2 · α−γi · c(F \ {xy})

6 3α
2
γi · ( 1

1+ε
)γi · c(F \ {xy}),
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As
∑∞

j=1 j · (
1

1+ε
)j converges, we can choose again γ1 sufficiently large so that the truncated

sum
∑∞

j=γ1
j · ( 1

1+ε
)j is arbitrarily small (say smaller than ε/(3α

2
)). We obtain

∑n
i=1 |Li| 6

ε · c(F \ {xy}), and the same computation as in the proof of Claim 17.5 shows that any even
number L > 2 · 2 + ε + α = α + ε + 4 of labels is sufficient. Using α = (1 + ε)2(13+ε)/2, and
taking ε > 0 sufficiently small, we can obtain that L = 96 labels are sufficient.

So, we obtain a group with a set S ] S of 96 generators whose Cayley graph Cay(Γ, S)
contains infinitely many graphs of the sequence of cubic Ramanujan graphs as isometric
subgraphs.

17.5 Concluding remarks and questions

The number L of labels in Theorem 17.3 is of order O(∆2A/λ+2), as ∆→∞, and the remarks
in the previous section improve this bound to O(∆A/λ+2). In typical applications, A is a
small constant and the bound becomes ∆O(1/λ). We now observe that this is the right order
of magnitude. If G is a ∆-regular graph of girth g, then the ball of radius g/2 centered in any
vertex induces a tree, and thus for any λ < 1/2, G contains Ω(∆g/2+λg−1) paths of length λg
(the ball of radius g/2 centered in a vertex contains Ω(∆g/2) edges and each of them is the
starting point of Ω(∆λg−1) paths of length λg). By the C ′(λ)-small cancellation property, all
these paths must correspond to different words. As there are at most Lλg possible words of
length λg, we obtain Lλg = Ω(∆g/2+λg−1), and thus L = Ω(∆1/2λ+1−1/g). As the girth of the
graphs in our family is unbounded, it follows that L = Ω(∆1/2λ+1), which shows that the
bound in Theorem 17.3 is fairly close to the optimum (up to a small multiplicative factor in
the exponent). It remains an interesting problem to close the gap between the upper and
lower bounds, both in the case of small degree (∆ = 3) and asymptotically as ∆→∞.

It might also be interesting to consider other cancellation properties. For an integer
k > 1, a family of labellings (`n)n>1 of a graph family G = (Gn)n>1 satisfies the C(k + 1)-
small cancellation property if for any n > 1, `n is reduced and no cycle C in Gn can be divided
into k paths P1, . . . , Pk such that for each 1 6 i 6 k, the `n-word associated to Pi appears on
a different path in G. This condition is weaker than the C ′(1/k)-small cancellation property,
but nevertheless allows to construct finitely generated groups with interesting properties
when k > 7 [Gru15]. A natural problem is to obtain a version of Theorem 17.3 for C(k)-
small cancellation, with an improved exponent.

We conclude with some algorithmic remarks. Using the constructive proof of the Lovász
Local Lemma by Moser and Tardos [MT10], the original proof of existence of the labelling
given by Osajda [Osa20] can be turned into an efficient algorithm computing the labels, by
which we mean a randomized algorithm, running in polynomial time (in the size of Gn),
and computing a C ′(λ)-small cancellation labelling for the sequence of graphs (Gi)16i6n. As
our main goal was to obtain a simple, self-contained proof of the existence of the labels, we
chose to use counting rather than constructive techniques such as the entropy compression
method (see [GMP20]). It turns out that our result can also be obtained with this type of
techniques, at the cost of a longer and more technical analysis.



Conclusion

The results we presented in this thesis build on a long line of work that started with Maschke’s
planarity theorem and that aims at providing a better understanding of the geometric and
structural properties of Cayley graphs, and more generally of locally finite quasi-transitive
graphs. We presented in Chapter 1 general decomposition theorems for planar and minor-
excluded locally finite quasi-transitive graphs. We gave graph-theoretic applications, and
discussed a number of questions left open after this work.

• As suggested in the recent works of MacManus [Mac23] and of Georgakopoulos and Pa-
pasoglou [GP23], the next step of this work would be to obtain similar decomposition
theorems for locally finite quasi-transitive graphs satisfying more general properties
than excluding a minor or being quasi-isometric to a planar graph. Geometric proper-
ties (i.e., properties that are preserved under taking quasi-isometries) are particularly
relevant, and in this context, the following classes of locally finite quasi-transitive
graphs are natural to study: 1-planar graphs, graphs excluding a fixed graph as an
asymptotic minor and graphs that are quasi-isometric to a graph excluding a minor.

• Canonical tree-decompositions, as well as tangles, appeared to be relevant tools to
study the structure of minor-excluded locally finite quasi-transitive graphs, and derive
properties like accessibility. We also mention a recent result from [DJKK22] going in
this direction, that states that a locally finite quasi-transitive graph is accessible if and
only if there exists some integer k > 1 such that every two tangles can be distinguished
by a separation of order at most k. It suggests that it could be interesting to obtain
canonical versions of other structural results in graph theory. In particular, does there
exist a canonical notion of twin-width or of twin-decomposition?

• Even though our initial questions about the existence of symmetric proper colorings
turned out to have a negative answer in general, we do not have yet a clear idea of
which graphs should have such colorings. In particular, do locally finite planar graphs
always admit a symmetric proper coloring? If yes, can we find one that uses at most
4 colors?

We introduced in Chapter 2 some central concepts and problems from symbolic dy-
namics and presented other applications of the results from Chapter 1. In particular,
this suggests that graph theoretic tools could be relevant to tackle Conjectures 14.5
and 15.7. Conversely, we tried to give some evidence that methods and results used in
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symbolic dynamics could be useful to have some insight about questions from graph
theory.
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